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Abstract

This paper describes a simple, novel and effective implementation and demonstration of sensor

validation algorithms for three different and widely used signals for a safety critical embedded

application. The challenge in this work was to develop the proposed algorithms with the

hardware and system requirement constraints and when there were no off-the-shelf algorithms

for this application. The algorithms are developed for analog, discrete and ARINC signals

without compromising on the simplicity, reliability and safety. The correctness of these

algorithms is verified and validated by means of rigorous laboratory tests and flight trials.

Keywords: Sensor validation, Safety-critical embedded system, Fault tolerant, Reliability,

Nuisance warning

Introduction

Sensor Validation is required to determine the health

of the sensor signals as these signals are used for perform-

ing critical flight control functions which either take deci-

sions or provide commands. This paper describes sensor

validation algorithms for the safety- critical embedded

software used in the indigenously developed14-seater pas-

senger aircraft. The safety- critical system consists of

hardware based on Motorola MC68060 processor. The

system provides warning to the pilot about the takeoff,

landing, over speed, stall, pitch trim and the hydraulic low

pressure. Since there was no off- the- shelf algorithm

available for this specific application and hardware re-

quirements, it was required to develop the sensor valida-

tion algorithm for the sensors interfaced with the system.

The paper describes simple, novel and efficient algo-

rithms developed and successfully implemented for vari-

ous aircraft sensors. The algorithms developed validate the

health of the sensors and the signal value sensed by these

sensors. These sensor signals are processed in the system

and help the system in critical decision making. Hence it

is important to detect the health of the sensor since a faulty

sensor is likely to provide an undetected faulty signal

giving rise to nuisance warnings or improper computa-

tions leading to catastrophe. A good validation algorithm

detects a faulty signal and informs the system to prevent a

catastrophe or to prevent the nuisance warning based on

the fail-operative or fail-off system design.

The approach described for the validation algorithm is

different from other approaches because the system has a

limitation on the number of input signals. Many are sim-

plex inputs while a few are duplex inputs. Underlying

embedded hardware results in this limitation. The need to

develop validation algorithms for signals that have no

redundancy is a challenge because the validation algo-

rithm should provide the sensor health status and also the

data value from the sensor with high reliability. The pro-

posed algorithms cater to these requirements because they

are tailor made for the specific application. It has also been

established that it can be used for simplex / duplex systems

interfaces where the persistence time and tolerance can be

configurable based on the algorithms.

The embedded hardware is a dual channel system, with

the two channels sandwiched back to back by means of the

RS422. The different sensor requirements interfacing with

the system motivated to develop these validation algo-

rithms. The sensor configuration for the system is shown

in the Fig.1. As seen in the figure, some of the sensors are

simplex to each of the channel, in some cases redundant
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signals are going to the same channel and in the worst case

scenario only one signal is given to either of the channel.

The other system requirement is the availability of the

sensor health status and the sensor value within a fixed

time frame for the warnings and the control law computa-

tions. The algorithm developed for different signals cater

to the availability of these signals on each side of the

system. To cater to the sensor interface requirements, a

modified moving window is used for the analog valida-

tion, a modified debouncing logic is used for discrete

signals, and a persistence algorithm is used for the ARINC

signals.

The verification and validation of the algorithms de-

veloped as part of the application software have been

rigorously tested in the laboratory for its correctness,

reliability, safety and failure management as per the civil

verification and validation process standard. The flight

tests proved the correctness and safety of the algorithms.

Logically the paper is divided into various sections. In

section, Background Wok, gives an overview of the re-

lated literature survey to study the various methodologies

for sensor validation. In section, Validation Algorithms,

talks about the validation algorithms developed for the

specific safety critical embedded application. The section,

Validating the Signal Validation Algorithms, illustrates

the techniques used to verify and validate the algorithms

for its correctness and simplicity and in Conclusion sec-

tion, summarizes the work done and achievement.

Background Work

Real-time systems have become sophisticated. It is a

challenge to ensure the reliability, availability, safety and

security in such systems. Validation of the sensor signals

interfaced ensures the reliability and availability of the

data used by these sophisticated systems for further proc-

essing. Bickford et.al [3] and Goebel and Agogino [5]

discuss the need to validate real time signals for safety

critical applications.

There exist various algorithms to perform the data

validation coming from the various sensor interfaces. The

validation techniques consist of a model based validation

techniques, fixed sample validation techniques and vari-

able samples validation techniques as discussed by Ray

and Luck [1]. In a model based validation technique the

signals are mathematically modeled. This approach is

effective but it is suitable only in case the signal nature is

not known completely or if there are redundant sensor

inputs. In the variation sample validation technique, each

sensor signal is analyzed and the stabilization time of each

signal is studied. The algorithm uses this stabilization time

for computing the validation of the different sensor data.

In the fixed sample validation techniques, the algorithm

uses fixed time for computing the validation of different

sensors. The fixed and variable sample validation ap-

proach is less complex and time taken to implement is also

relatively small. Model-based techniques used to imple-

ment input processing algorithms become complex as we

need to generate the code from the model. The model

design should be able to represent the algorithm correctly,

only then the auto code generated will be correct. This is

not straight forward and hence it becomes difficult to

implement the validation algorithm using model-based

approach as compared to conventional approach of fixed

sample and variable sample techniques. Further, to model

the system for the first time is complex and time-consum-

ing. 

The advantage of model-based validation technique is

that we can simulate the algorithms for various scenarios,

once correctly implemented, it is easy to change and

maintain as compared to the variable and fixed sample

technique. Table-1 shows the comparison between the

validation techniques.

Some of the other validations techniques are discussed

by M. R. Napolitano et.al [6], P. H. Ibargengoytia et.al [7],

S. Kasemsumran et.al [8], H. Chafouk et.al [9], K. E.

Holbert et.al [2] and X. Wang and Holbert [10]. Napoli-

tano et.al [6] uses the neural network and kalman filters

based approach for sensor failure detection used for the

flight control systems application. Ibargengoytia et.al [7]

describes the importance of Bayesian network in detecting

faulty sensors during the data validation. Kasemsumran

et.al [8] discusses the cross-validation techniques in

chemo metrics applications. Chafouk et.al [9] discusses

the parity space approach for validation. Holbert et.al [2]

Table-1 : Comparison of the Validation Techniques

Technique Code

Complexity

Development

Life Cycle

Effectiveness

Model

Based

Complex Faster Effective

Variable

Sample

Less

Complex

Comparatively

slow

Effective

Fixed

Sample

No

Complexity

Comparati-

vely slower

Less

Effective
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discusses fuzzy logic and Wang and Holbert [10] dis-

cusses neural network based data validation approaches

for power plant applications.

Many other papers, such as one by Heimdahl et.al [11]

discuss the importance of correctness of data in safety

critical applications. Zhang and Li [12] describe the detec-

tion of online system failure and diagnosis for a dynamic

system using multiple models. R. L. Bickford et.al [13]

discusses about process improvement due to the real time

sensor validation.

 The background works on the literatures available for

validation of data and signals helped in analyzing the

existing techniques. None of the techniques were found

appropriate as the current application has some pre-de-

fined constraints such as, dedicated hardware, pre-defined

number of signals available (not possible to have duplex

signals due to the number of signal limitations) and the

mix of analog, discrete and ARINC signals.

Validation Algorithms

The basic approach for algorithm of all the signals is

same. In case signals are from more than one source, the

signals are compared for a persistence time and with a

specific threshold value. The threshold values are decided

based on the accuracy and the criticality of the system. The

persistence time is decided based on the rate of change of

the signal. The value of the signal that comes from a single

source is monitored before declaring its health. Sometimes

signals from two sources are interfaced to the two channels

which results in cross-comparison of the values within the

threshold after the persistence time. The accuracy of the

validation technique is determined by comparing the vali-

dation design to the code implemented. The validation

design considers the safety requirements to validate the

signal before processing it for critical functionalities. The

algorithms also consider the tolerance value for the analog

and ARINC signals. For analog signals the tolerance pro-

posed is 2% of the full range of the analog signals. For

ARINC signals, the resolution of the ARINC data deter-

mines the accuracy. Accuracy does not hold for discrete

signals as they exist in only two states.

Following sections describe the validation algorithms

developed for the analog, discrete and ARINC signals.

Analog Signal Validation

Analog signals are continuous time varying signals.

They are characterized by amplitude, frequency and the

phase of the signal. Various aircraft sensors provide ana-

log signals, which have different frequency and amplitude.

Analog signals that come from various aircraft interfaces

are angle of attack vane sensors, aircraft hydraulic pres-

sure system, pitch trim position sensor from the elevator

surface, and the fuel tank sensor from the fuel system. The

signal variation for angle of attack vane sensors is different

from that of the hydraulic pressure sensor or the fuel tank

sensor. The vane sensors, fuel tank sensors are simplex and

each of the system channels receive this signal. In case of

hydraulic and pitch trim position sensor, the signal is

available on only one channel. All of these signals are

validated using the modified fixed size moving window

approach. The vane sensor and fuel tank signals are vali-

dated on each channel of the system and also cross-com-

pared with the signals from the cross channel before using

it for computations. The quality of the signals after the

validation is indicated with a status flag, which is a binary

flag.

The application software has a real time kernel with a

scheduling of 25msec. The application software acquires,

validates, computes and outputs the data every 25msec.

This sampling rate of the signals is dictated by the system

and matches well with the rate of change (ROC) of the

signal coming from external physical systems. The basic

moving window concept logic is shown in Fig.2, which

uses a fixed number of samples for computing the health

of the signal. Averaging of the fixed number of samples is

done once the data, collected during the consecutive cy-

cles, are within the threshold values as per the application

requirement. Rate of Change of the signal is monitored in

the fixed window. The fixed window of 3 samples is taken

and the values of the signal in this window are compared.

The thresholds for comparison, the rate at which the signal

is read, the signal range are all known a-priori. The signal

coming to the system input is read and compared with its

previous values. If the read value lies within pre-defined

tolerance value, then the signal is qualified as healthy else

the signal is monitored for a pre-defined persistence time

before declaring it un-healthy. During this monitoring

process the signal is declared healthy and the previous

healthy value is taken for the computations. The monitor-

ing time is based on the signals settling time in worst case

scenario. The accuracy and the resolution of the analog

signals were analyzed end-to-end. One such example is of
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the Hydraulic pressure. This signal is acquired from the

left channel of the system.

Algorithm 1 : Analog Signal Validation 1

1. a ← Last 2 bits resolution of the 12 bit ADC

2. b ← 2 % of line noise

3. if a < rate of change of the signal every then

4.          Toln = b

5. else

6.           Toln = a + b

7. end if

8. At any time t,

9. C = Xi

10 P = Xi - 1

11. LP = Xi - 2

12. At time t + f i,

13. LP = P

14. P = C

15. C = Xi at (t + f i)

16. Diff1 = abs (P - LP)

17. Diff2 = abs (C - P)

18. if Diff1 <= Toln && Diff2 <=Toln then

19.         Xvalid = Average (C; P; LP)

20.         validFlag = Valid

21. else if Diff1 <= Toln && Diff2 <= Tolin then

22.        Xvalid = Average (P; LP)

23.         validFlag = Valid

24. else if Diff1 > Toln && Diff2 <= Tolin then

25.        Xvalid = Average (C; P)

26.         validFlag = Valid

27. else

28. if persistCnt <= cntValue then

29.          persistCnt+ = persistCnt

30. else

31.          validFlag = INVALID

32.           Xvalid = 0

33. end if

34. end if

The signal flow across the system is shown in the Fig.3.

The accuracy of the hydraulic signal is computed based on

the flow of the data across the system, the accuracy of the

ADC used and the criticality of the signal for the applica-

tion. To process the analog signals in the computer, we

need to convert the analog signal to digital signal. The

equivalent digital value undergoes the validation process

and once the signal is validated, the final value is con-

verted to the analog value by appropriate conversion for-

mula to determine the correct value as shown below.

• Hydraulic signal analog range: 0.25V to 5.25V.

• Hydraulic signal physical range: 0Psi to 4000Psi.

• Analog to physical signal mapping :0.25V = 0PS I.

• Analog to physical signal mapping :5.25V=4000PS I. 

• Accuracy loss after ADC conversion = 0.0152V.

•  Scale factor = 4000/5= 800 PSI/V (with a bias of 0.25V

for 0 psi).

• In terms of pressure, this loss = 12.16 PSI.

• ±2% tolerance for line noise leads to an accuracy loss

of 162 psi.

• Total accuracy lost from ADC input before usage =

162+12.16 = 174.16 psi.

• This accuracy lost is acceptable for the application.

Similar analysis is carried out for all the other analog

signals. The tolerance and persistence time of the different

analog signals used are shown in Table- 2.

Discrete Signal Validation

Discrete signals are not a function of a continuous time

argument. The discrete signals like the digital signals are

either in the active state or in the inactive state. The active

and inactive states depend upon the nature of the discrete

signal i.e. 28V/Open or Ground/Open. The aircraft signals

from various switches are usually discrete in nature. These

signals are characterized by their settling time, some of the

discrete signals are simplex and some are duplex for this

application. The discrete signals that interface to the sys-

tem are from the flap system, landing gear system, pilot

control wheel, hydraulics and the pitch trim surface. The

flap and the landing gear signals are duplex and provided

on both the system channels but the hydraulic and the pitch

trim signals are provided only on one channel and are

Table-2 : Analog Signals with Their Tolerance

Values

Signal Tolerance Persistence

Time

Hydraulic Pressure 212 psi 250 msec

Engine Torque 2.508 psig 250 msec

Angle of Attack 2.215 degrees 250 msec

Pitch Trim Position 0.5 degrees 250 msec

Fuel Quantity 40.64 Kg 250 msec
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simplex. The landing gear and flap system signals are

validated and then cross-compared with the cross channel

validated values. Most of the discrete signals are coming

from micro switches. The micro switches are activated by

the dynamics of the physical system. This dynamics con-

trol the closure of the micro switch. The hardware does not

provide for any de-bouncing circuitry for these discrete

signals. Hence the settling time here also refers to de-

bouncing time. The individual signals are monitored over

a period before declaring them healthy or unhealthy. The

state of the signal is monitored and if it is observed to be

not steady for prefixed time duration then the signal is

declared unhealthy. If the signal state oscillates in the

beginning but stabilizes eventually during the monitoring

period then the signal is declared as healthy. The persist-

ence time or the monitoring time is selected based on the

maximum allowable time required for the system for its

computations and in extreme cases it is the settling time

for the discrete signals from one state to another. The

persistence time, settling time, for all the discrete signals

is set at 500msec catering to discrete signals coming from

the various sources. Till the monitoring time of 500msec

the data of the discrete signal is valid and the state is same

as the previous healthy value. The monitoring time value

of 500msec is very small compared to the rate at which the

system responds to these signals. During the persistence

time of 500msec the data of the discrete signal is set to

valid and previous good state is used for processing. The

pseudo code for simplex and duplex signal is as shown

below.

Algorithm 2 : Discrete Data Validation for Simplex

Signals

1. At any time t,

2. Y prev = Yvalid

3. Y current = Yi

     Atime t (i + f)

4. Ycurrent = Y (t + f)

5. Y prev = Yvalid

6. if Y prev == Ycurrent then

7.          persisCnt + = persisCnt

8. if persisCnt >= toggleCnt then

9.          stableCnt += stableCnt

10. if persisCnt == maxCnt then

11. if stableCnt == stblCnt then

12.          Yvalid = Ycurrent

13.          validFlg = VALID

14. else

15.           Yvalid = 0

16.         validFlag = INVALID

17. else

18.         Yvalid = 0

19.         validFlag = INVALID

20. else

21.         Yvalid = 0

22.         validFlag = INVALID

23. end if

24. end if

25. end if

26. end if

Algorithm 3 : Discrete Data Validation for Duplex

Signals

1. Yavalid ← valid value of the signal from one source A

2. Ybvalid ← valid value of the signal from other sourceB

3. At time t

4. if Yavalid == Ybvalid then

5.        Yvalid = Yavalid or Ybvalid

6.        validFlag = VALID

7. else

8.        Yvalid = 0

9.        validFlag = INVALID

10. end if

The validation algorithm is valid for all the discrete

signals coming to the system. In case of duplex discrete

signal, after the execution of the validation algorithm, the

duplex signals are cross-compared for their valid states. If

the valid states and the values match then the signal is

valid. If the valid states do not match then one of the signal

is unhealthy. This invalid state of the signal is indicated

by the valid flag.

ARINC Signal Validation

Aeronautical Radio Incorporation (ARINC) 429 is a

data format for aircraft avionics interfaces. It provides the

function descriptions and a list of supported physical and

electrical interfaces for the digital information system on

an aircraft. ARINC 429 is a predominant avionics data bus

for most higher-end aircraft today. It is a point to point

communication having 32-bit word that contains five

fields namely the parity bit, Sign status Matrix bits, data

field, Source Destination Index bit and the label bit [14].

The ARINC signals are encoded and hence these signals

are very robust and the noise effect on these signals is

negligible. This proves the popularity of these signals in

airborne embedded systems.

154 JOURNAL OF AEROSPACE SCIENCES & TECHNOLOGIES VOL.66, No.2



ARINC signals come from the various aircraft systems

namely AHRS (Aircraft Heading and Reference System),

ADCU (Air Data Computer Unit), EFIS (Electronic Flight

Instrument System) and RDALT (Radio Altimeter). These

ARINC signals are read every 25msec. The data coming

from these systems are validated based on the criticality

and availability of these signals. The signals from AHRS

and ADCU systems are duplex whereas the signals from

EFIS and RDALT are simplex.

ARINC signal themselves provide their health status

so these signals are monitored over the persistence time

before declaring them healthy or unhealthy. The algorithm

used to implement the validation is slightly different as the

threshold computations for these signals are dynamic. The

pseudocode for simplex signals is shown below.

Algorithm 4 : ARINC Data Validation for Simplex

Signals

1. At time t

2. Zvalid = Zi

3. At time (t + f)

4. Zcurrent = Zi

5. if Zssm! = NORMAL then

6. if persisCnt <= cntValue then

7.        persisCnt += persisCnt

8. else

9.        Zvalid = DEFAULT

10.       validFlag = INVALID

11. end if

12. else

13.        Zvalid = Zcurrent

14.       validFlag = VALID

15. end if

Algorithm 5 : ARINC Data Validation for Duplex

Signals

1. Toln = (current ARINCvalue * scale f actor) + bias

2. At time t,

3. Zacurrent = Za

4. Zbcurrent = Zb

5. if Zassm == NORMAL && Zbssm == NORMAL then

6. if abs (Zaccurrent - Zbcurrent) < Toln then

7.        persisCnt += persisCnt

8. if persisCnt >= cntValue then

9.        Zvalid = Average (Zaccurrent; Zbcurrent)

10.       ZvalidFlag = VALID

11. else

12.        persisCnt += persisCnt

13. if persisCnt >= cntValue then

14.        Zvalid = Average (Zaccurrent; Zbcurrent)

15.       ZvalidFlag = CAUTION

16. else if Zassm ==

NOCOMPUTEDDATE77Zbcurrent ==

       NORMAL || Zassm ==

       NORMAL && Zbcurrent ==

       NOCOMPUTEDDATE then

17. persisCnt+ = persisCnt

18. If persisCnt >= cntValue then

19.        ZvalidFlag = (Zacurrent||Zbcurrent)

20.        ZvalidFlag = VALID

21. else

22.        persisCnt+ = persisCnt

23. if persisCnt >= cntValue then

24.        Zvalid = DEFAULT

25.        ZvalidFlag = INVALID

26. end if

27. end if

28. end if

29. end if

30. end if

31. end if

Validating The Signal Validation Algorithms

These algorithms are validated by generating test sce-

narios and executing them statistically and dynamically.

The algorithms are validated both at the software level and

the hardware-software level i.e., at the embedded level

using the Laboratory Test Set Up called the Test Rig.

Validation of the Algorithms Using Tools

The validation of the algorithm is done as per the civil

aerospace standard RTCA DO-178B to ensure the require-

ments are correct, complete and unambiguous.

The first phase includes validation and implementa-

tion, of the algorithm, using a standard test tool Rational

Test Real Time tool. The test tool verifies the validation

algorithm using static signal values. It cannot simulate the

actual aircraft signals but the instantaneous values of the

signals are statically simulated. Dynamic testing is done

on the target using the Test Rig developed for this purpose.

Test metrics were generated for the algorithms as per the

system and safety requirements. These metrics show the

correctness of the algorithm as per the system require-

ments, testability, and simplicity. Table-3 shows the num-

ber of test case executed to validate these algorithms

showing the effort for validating them. The % indicates
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the level of testability and coverage of 100% indicates that

the algorithm is completely testable.

Validating the Algorithm Using the Custom Made

Test Rig

The next phase is validation of the algorithm perform-

ing dynamic testing of the system. The real time aircraft

signals are simulated using the data acquisition card (ADC

and DAC cards) and ARINC cards which can be pro-

grammed to generate Analog, Discrete and ARINC time

varying signals. The data acquisition card used is a PIO-

DA16/DA8/DA4 for analog and discrete.

The entire dynamic test set up is, a dedicated set up,

called the Test Rig that simulates the signals. The Test Rig

was qualified for the correctness of its results by an inde-

pendent team who witnessed these tests. The Test Rig set

up is shown using the block diagram in the Fig.4.

The analog signals are simulated under various condi-

tions. To get successful validation results, Sine wave

signals and random signals are used. Sinusoidal waveform

have a constant rate of change-multiple of the sampling

frequency and random waveforms have values that change

with sampling rate, higher amplitude to simulate noise,

and  persistence values. The waveforms are generated

using Visual Basic graphic user interface including the

data acquisition drivers. The application software is modi-

fied to include the patch software. This software monitors

and logs the validation result. These logged values are sent

to the test PC through a RS232 connection. The dynamic

test scenarios generated for AOA signal having 0-10 V

range are shown below:

• 10V signal consistently having variation less than the

tolerance value of 2%.

• 10V signal consistently having variation equal to the

tolerance value of 2%.

• 10V signal having variation more than the tolerance for

a period of 248msec and less than the tolerance after

249msec.

• 10V signal having variation more than the tolerance for

a period of 250msec and less than the tolerance after

250msec.

• 10V signal having variation more than the tolerance for

more than 250msec.

The graph in the Fig.5 is of the expected test result

against observed test values for the analog validation

testing. As can be seen in the figure, at 5 seconds, we are

simulating a failure scenario. We generate a variation in

the AOA signal > tolerance value for more than the per-

sistence time i.e. more than 250msec. We have simulated

a condition where the AOA signal drops to zero, but the

validation algorithm does not drop to zero but retain a

previous good value with a status flag showing a failure.

Hence there is a difference between the expected and

observed value. Similar approach is used for discrete and

ARINC signals. Fig.6 represents the discrete signal simu-

lation and Fig.7 represents the ARINC signal simulation.

Figure 8 shows the test software developed in the data

acquisition PC to test the dynamic response of the valida-

tion algorithm.

Metrics for Validating the Validation Algorithms Us-

ing Simulation

The test scenarios i.e., the test cases were developed to

test these algorithms, which include 80 test cases for

analog signals, 260 test cases for discrete signals and 203

test cases for ARINC signals.

On Flight Validation

During the test flights, the validation algorithm is

tested for reliability. The validation algorithm is a part of

the application software which undergoes the flight tests.

The post flight data analysis indicates that the embedded

system did not send any nuisance warning during the

flights. The only warnings sent by the system were the

valid warnings indicating the preciseness and reliability of

the validation algorithms. Figs.9 and 10 shows the post-

flight of Angle of Attack (AOA) signal analysis. Table-4

shows the metrics of the total number of flights on the two

prototypes and the reported system failures. No reports of

system failures, implies that the software architecture is

well designed and robust enough for qualified hardware.

Table-3 : Metrics of the Validation Results

Signal No. of 

TC

Coverage

(%)

Comple-

xity

Time

Taken

Analog 20 100 16 200 mins

Discrete 3 100 16 30 mins

ARINC 285 100 29 180 mins
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The sensor validation algorithm is a part of the software

architecture.

The limited trials show the correct performance of the

validation algorithms during the flight trials since there

were no false alarms generated by the system during the

flight. System failure here means that the application

software performed the functionality as it was intended to

do and there was no hardware system failure from its

performance point of view. These limited trails showed

the correct performance of the software i.e. to provide

warnings and to avoid nuisance and false positive warn-

ings. The flight tests validate the correctness, robustness

and failure resistance feature of the validation algorithm.

The algorithm has prevented failures in the system.

Conclusion

Data validation of the various signals is critical for

embedded applications but more so for safety critical

embedded applications. Any error in computation affects

the safety of the application. An efficient validation tech-

nique detects faults in the sensors and communicates it to

the application. This ensures the performance and reliabil-

ity of data and accuracy of the results. An inadequate

validation technique causes computational error which

results in embedded system failure.

The paper proposes three computationally efficient

algorithms, using fixed sample algorithm with modifica-

tions to accommodate different signals, which is effective

like the model based and varying sample validation tech-

nique. There did not exist an off the shelf algorithm for

sensor  validation  with these requirements and applica-

tion.

The efficacy of the algorithm is evident as results

observed during the flight trials were reliable and there

were no records of nuisance warning. The algorithm is

versatile because it can be used for redundant or single

source signals. The metrics collected at the various levels,

laboratory tests, and test flights shows highly satisfactory

results. The success of the tests proves the correctness of

the validation algorithm with reference to system require-

ment and the data collected during the flights prove the

reliability of the algorithm.
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