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Abstract

The present study makes an attempt to estimate aerodynamic parameters from a typical flight
data of a short range missile. Exhaustive wind tunnel testing was conducted to generate
longitudinal force and moment coefficients at low speed. Identification methods were applied
on the selected wind tunnel data to capture the general form of the aerodynamic model. During
the application of Maximum likelihood (ML) method, the estimation algorithm assumed this
wind tunnel identified aerodynamic model to be exact. To avoid any requirement of postulation
of aerodynamic model, the Delta method was applied to estimate the aerodynamic parameters.
The Delta method used measured aircraft motion and control variables as the inputs to the
Feed Forward Neural Network and the aerodynamic force or moment coefficient was the
output for training the Feed Forward Neural Network. The application of the Delta method
results in large scatters in the estimated parameters. To overcome this problem of large scatter,
the Delta method was modified by changing the training strategy. The Delta method with new
training strategy will be referred as the Modified Delta method. It is expected that the proposed
Modified Delta method would result in estimates with less uncertainties. Further to check the
robustness of the ML, Delta and the Modified delta methods, the estimation was also carried
out with flight data having known measurement noise. The effect of control input form in the
accuracy of estimates obtained by ML, the Delta and the Modified Delta methods are also
studied. It is observed that the Modified Delta method can advantageously be applied on the
flight data of a tactical missile to estimate aerodynamic parameters. The paper progresses
with the description of the generation of wind tunnel data and aerodynamic model identifica-
tion using selected wind tunnel data. Finally it concludes by demonstrating applicability of
ML, the Delta and the Modified Delta methods on simulated flight data of a typical short range
tactical missile configuration.

Nomenclature

az = acceleration along body z-axis, m/s2

AR = tail aspect ratio
CM = modified pitching moment coefficient of

    body plus tail configuration
Cm = pitching moment coefficient of body plus

    tail configuration
CN = normal force coefficient of body plus tail

    configuration
Cx = force coefficient in the x direction
d = diameter of missile, m 
g = gravity, m/s2

h = height, m
Ix, Iy, Iz = moment of inertia about x, y and z axes
        of missile, kg-m2

KB(T) = ratio of addition body normal force
    coefficient in presence of tail,at δ=0 degree

KT(B) = ratio of normal force coefficient of tail in
    presence of body, at δ=0 degree

kB(T) = ratio of addition body normal force coefficient
    in presence of tail, at α=0 degree 

kT(B) = ratio of normal force coefficient of tail in
    presence of body, at α=0 degree 

M∞ = free stream mach number
M = mass of missile, kg
q = pitch rate, rad/sec
q = dynamic pressure, kg/m-s2

T = thrust, N
u,v,w = velocity component along x, y, z body axes, m/s2

V = airspeed, m/s2
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V∞ = free stream velocity, m/s2

W = weight of the missile, N 
Xcg = distance of center-of-gravity of missile

    from nose, m 
Xcp = distance of center-of-pressure of missile

    from nose, m
XcpT

= distance of center-of-pressure of tail from

    nose, m3

ρ = air density, kg/m3

θ = pitch angle, rad
α = angle of attack, rad
β = side slip angle, rad
δ = tail control surface deflection, rad
Λc/2 = tail half-chord sweep-back angle, rad

Superscript 

(.) = derivative with respect to time

Introduction

Parameter estimation from flight data as applied to
aircraft, missile in the linear flight regime is currently
being used on routine basis [1-4]. However the linear
aerodynamic models used successfully upto this time
seem to be inadequate for newly introduced short range,
highly maneuverable tactical missile, rocket etc. The past
few years have witnessed wide spread application of a
variety of techniques, e.g., semi-emperical based models
[5, 6] and Computational Fluid Dynamics (CFD) methods
[7], which have been instrumental in providing details of
the flow field sufficiently accurately. However, the in-
creasing dependency of the semi-emperically based mod-
els on wind tunnel test data, complexity and high
computational costs of the CFD methods and the difficul-
ties in determining full scale non-linear flow effects from
subscale wind tunnel test data are some of the factors
which impose limitations on the use of these approaches
for routine flight analysis. Consequently, analysis guided
by flight data appears to be the best recourse [7].

In several system identification problems, one is re-
quired to determine the coefficient of the aerodynamic
parameters from real flight data [8]. The flight vehicle
estimation problem falls into this category. The stability
sand control derivatives of the vehicle are to be accurately
and reliably determined from flight recorded responses to
known control inputs. Several methods have been devel-
oped and varying degrees of success have been obtained
under stipulated idealized conditions. Although most easy

and straight forward to use, the least square estimate are
known to yield biased results in the presence of measure-
ment noise while requiring flight measurement of all the
control and state variables and their derivatives [1-4]. The
output error maximum likelihood (ML) estimator and its
several variants have been successfully used for estimat-
ing aircraft. stability and control derivatives from flight
data [8, 9]. Such conventional methods require postulation
of a model of the flight vehicle, and defining of a cost
function based on the difference between the model and
the measured flight vehicle response for identical control
inputs. The model response requires integration of system
equations, and that, in turn, requires an estimation of initial
conditions of all the motion variables of the model. To
begin the iterative process, ML algorithm requires reason-
able guess (initial) value of the parameters. The accuracy
of estimates obtained through ML estimator is generally
affected by the correctness of the postulated model, the
accuracy of estimates of initial conditions, reasonableness
of magnitude and sign of the initial values of parameters
and the amount of measurement noise in the measured
flight data.

With the introduction of short range, highly maneuver-
able missiles, the linear model used routinely up to this
time fails to model aerodynamics of such missiles accu-
rately. There is a need to model correctly the nonlinearity
associated with these missile aerodynamics. Missile aero-
dynamics is complex function of Mach number, angle of
attack, control surface deflection, roll orientation and con-
figurational geometry. Angle of attack requirements are
driven primarily by the launcher and the end game maneu-
ver requirement to successfully engage a target [5]. Mis-
sile can undergo fairly high angle of attack in both the
surface and air launched mode due to pitch-over require-
ments for minimum engagement range. In a general ma-
neuver toward a target, one can have combined angle of
attack and side slip. If one assumes maneuver in pitch
plane only, then planar aerodynamics can be used and can
be computed with limited accuracy [5, 6]. The last weapon
system requirement that effects the aerodynamics and
hence the aerodynamic model selected is some what de-
pendent on the weapon. Unguided projectiles typically
have a truncated nose, due to fuze design, with a slope
discontinuity along the nose where the fuze joins the
ogive. Guided projectiles typically have either sharp or
spherically blunt noses, depending on the type of guidance
used [5].

Determining and describing the aerodynamic forces
and moment on an missile is a very important subject in
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atmospheric flight mechanics. Aerodynamic forces and
moments are strictly speaking function of the variables
associated with flight conditions. In many practical cases,
these aerodynamic forces and moments can be approxi-
mated by linear terms in their Tayler series expansion, a
well known approach leading to stability derivatives [10].
By far the two largest source of nonlinear aerodynamic
phenomena are due to angle of attack and Mach number.
At low angle of attack, the aerodynamics are mostly linear,
and linearized and slender-body aerodynamics methods
prove very effective in providing acceptable accuracy for
approximate aero prediction codes [11, 12]. As the angle
of attack increases, the linearized models yield degraded
accuracy. Further, aerodynamic forces and moments are
dependent not only on the instantaneous value the motion
variables associated with the flight condition, but also
their entire past histories. Practically, one can write the
aerodynamic forces and moments as function of their
variables and all their derivatives and expand them as
Taylor series about some reference values. Based on this
assumption, certain practical schemes have been devel-
oped for the flight mechanics and control applications
[13]. For many years, the aerodynamic forces and mo-
ments were approximated by the linear expression in their
Taylor series expansions, leading to the concept of stabil-
ity and control derivatives [13-15]. The approximation has
been found to extremely well for attached flow for low
angle of attack. Furthermore, the addition of nonlinear
terms, expressing the change in stability derivatives with
angle of attack, can extend the range of flight applications.
In this approach, however, using either linear or non-linear
aerodynamics, it is assumed that the parameter appearing
in the representations are time-invariant. A major part of
aerodynamic research has been devoted to the determina-
tion of correct aerodynamic model, by theoretical and
experimental means [16]. However, for the purpose of
parameter estimation from flight data, one would need a
convenient aerodynamic model structure amenable to
flight test data processing using estimation method.

In designing missile control system one considers, a
typical speed (or Mach number if missile is super sonic),
angle of attack (α) and the height of missile will operate
at. Design of control law aims at deciding right amount of
control deflection (δ) required for a particular maneuver
at a given Mach number and height the missile is expected
to operate. To determine the α, δ map for a given regime
of Mach number (M∞), one must capture the static aero-
dynamics over enough α, δ, and M∞ conditions, so that
the flight envelops will be covered. As a first step, exhaus-

tive wind tunnel test are conducted to generate the longi-
tudinal forces and moments for various combination of
angle of attack and control surface deflection. The purpose
is to extract a good trim aerodynamic model from selected
wind tunnel data by using an identificated method. Al-
though wind tunnel testing improves the accuracy of esti-
mation but it is a time consuming and expensive way to
estimating stability and control derivatives. Precise simu-
lation of control surfaces, power effects and flight condi-
tion is difficult. The model tested in the wind tunnel is
generally slightly different from actual vehicle due to last
minute changes. Other reasons for discrepancies between
flight and wind tunnel results are Reynolds number dis-
crepancies and interference due to support system. It is
therefore desirable that the wind tunnel estimates be cor-
roborated with the estimates from actual flight test data [7,
17].

The wind tunnel derived aerodynamics model (al-
though faces few discrepancies [9] are very useful to fix
the functional form of the aerodynamic model to be used
in the estimation algorithm. The estimated parameters
obtained of the models through flight tests are then com-
pared with the parameters obtained through wind tunnel
testing to further update the aerodynamic database to be
used for flight mechanics and control studies purposes.
The conventional methods (ML and its variants) for pa-
rameter estimation have one limitation: they need the a
priori fix of a functional form of aerodynamic forces and
moment coefficients. Generally, the aerodynamic coeffi-
cients are assumed to be linear, polynomial or spline
function of unknown parameters. Such an a priori fix of
aerodynamic model converts model identification prob-
lem into a parameter estimation problem, and thus im-
poses severe restriction on the accuracy and validity of the
resulting aerodynamic model. Such an approach would be
susceptible to error in dealing with large amplitude, high
angle of attack and time dependent maneuvers.

In contrast, a new thrust area has emerged in the area
of aircraft modeling and parameter estimation: develop-
ment of techniques for flight vehicle identification using
artificial neural networks (ANNs). A class of neural net-
works called the feed forward neural networks (FFNNs)
work as a general function approximators [18]. The
FFNNs can be regarded as a non-parametric modeling
method; both the structure and parameters need not to be
known a priori. As shown in Fig.1, a typical FFNN can be
used to map missile motion/control variables to aerody-
namic forces and moment coefficients without specifying
functional relationship between the aerodynamic coeffi-
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cients and the motion/control variables. Further, the meth-
ods based on FFNNs do not require integration of system
equations. Thus, the limitations of assuming specific form
for aerodynamic coefficient and requirement of appropri-
ate initial conditions for solution of system equation of
motion are relaxed. The FFNN can be trained to predict
the aerodynamic coefficient based on a suitable set of
motion and control variables. This kind of modeling is
akin to black-box model where in input-output relation-
ship is established without establishing the mathematical
model or the transfer function relating the input-output. It
is only during the last few years that the FFNN aerody-
namic modeling has been attempted. Significant contribu-
tions have been made by Hess [19], Basappa and
Jategaonkar [20], Linse and Stengel [21], Youseffand
Juang [22], and Raisinghani and Ghosh [23]. Hess [19]
dealt with the use of FFNNs to represent aircraft aerody-
namics. Basappa and Jategaonkar [20] have studied vari-
ous aspects of FFNN modeling and its applicability to real
flight data. Linse and Stengel [21] have shown accurate
modeling of aerodynamic coefficient using system iden-
tification model composed of an extended Kalman-Bucy
filter for state and force estimation and a computational
neural network for aerodynamic model. Youseff [22]
demonstrated the feasibility of neural modeling approach
to establish a nonlinear aerodynamic model that is ame-
nable to flight test data processing.

In some situations, an aerodynamic model alone may
well serve the purpose, but as is well known, there are
many applications for which explicit parameter estimation
is desirable and useful. It is the usefulness of parameter
estimation for purposes like validating wind tunnel or
analytical predictions, analyzing aircraft stability, han-
dling qualities and control systems, expanding flight test

envelope, updating simulators, etc. that has kept the field
of parameter estimation active till date. In this context,
Raisinghani, Ghosh, and Kalra [23] proposed the Delta
and the Zero method. Both the methods use measured
aircraft motion and control variables as the inputs to the
FFNN and the aerodynamic forces or moment coefficients
as the output for training the FFNN. The forces and the
moment coefficients are computed using the measured
linear or angular accelerations respectively. Both the delta
and the zero methods were validated using simulated and
real flight data of various aircraft [24-26].

The application of the Delta and the ML method on
flight data of a typical tactical missile face few common
difficulties for the purpose of parameter estimation. Due
to operational reasons, it might not be possible to excite
the missile with a multistep efficient control input [27] and
that might result in having flight data with inadequate
information content. Further, routine procedure for ex-
haustive data compatibility check may not always be
possible for flight data obtained through flight tests of
tactical missiles. Installation of large number of sensors
for acquiring flight data for the purpose of data compati-
bility check may not be possible due to unavailability of
space in the missile to house dedicated sensors. Although
ML estimators and its several variants have been the most
successfully used methods for estimating aircraft stability
and control derivatives (parameters) from flight data. The
data compatibility check (some time referred to as flight
path reconstruction), an integral part of parameter estima-
tion, is performed by using standard kinematic equations,
and applying a Kalman filter or ML algorithms [7]. The
compatibility check provides an accurate information
about the aircraft states, and also estimation of biases,
scale factors and time shifts in the recorded data. Elimina-
tion of such errors from flight measurements prior to
estimation of parameters helps to improve accuracy of
estimates. However, the process of data compatibility
check for estimation of errors can itself be quite sensitive
to the methodology employed, and at times, it may be as
time consuming as the process of estimating parameters
itself [7]. In contrast, In Ref. 28, it was demonstrated that
during the application of the Delta method using FFNN,
the recorded flight data directly be used without worrying
about the measurement errors (except for time shifts).

In the present study, an attempt has been made to
estimate aerodynamic parameters from flight data of a
typical tactical missile. To avoid any explicit requirement
of postulation of aerodynamic model, the Delta method
was applied to estimate the aerodynamic parameters. In

Fig.1  Schematic of feed forward neural network
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application of the Delta method, it was observed that the
estimated parameters showed large spread in their numeri-
cal values [23]. It was conjectured that a less than perfect
match between the actual and predicted values of aerody-
namic coefficients is primarily responsible for the ob-
served spread in the estimated values [23]. To reduce such
spread in the numerical values of the estimates, a new
approach has been proposed by modifying the Delta
method. The Delta method [23] used measured aircraft
motion and control variables as input to the FFNN and the
aerodynamic force or moment coefficient was the output
for training the FFNN. However, in the proposed method,
the input file for training the FFNN contained differential
variations of motion and control variables
(∆α , ∆α2 , ∆ q , ∆ δ ,  and ∆αT

2 ) the output vector con-
sisted of variations in aerodynamic force or moment co-
efficient (∆CN or ∆Cm).  The strategy followed in the
proposed method for training is pictorially presented in
Fig. 2.

This proposed method will be referred to as the Modi-
fied Delta (MD) method for future reference. Further, to
check the robustness of the MD method, the estimation
was also carried out with the flight data having known
measurement noise. The effect of control input form in the
accuracy of the estimates obtained by the MD method is
also studied. For the purpose of comparative study, the
Delta and the ML method were also applied on the flight
data to extract aerodynamic parameters. Since ML method
requires a priori postulation of the aerodynamic model,
exhaustive wind tunnel testing was conducted to generate
longitudinal force and moment coefficients. Maximum
likelihood method was applied on the selected wind tunnel
data to capture the approximate form of the trim I aerody-
namic model. During the application of ML method for
parameter estimation using flight data, the estimating
algorithm assumed the wind tunnel identified aerody-
namic model to be exact. The estimated parameters ob-

tained through the Delta, the modified Delta and the ML
methods were converted into trim force and moment co-
efficients. These coefficients were then compared for both
magnitude and accuracy with the tunnel generated force
and moment coefficients. It is observed that the MD
method can advantageously be applied on flight data of a
typical tactical missile to estimate aerodynamic parame-
ters. The paper progresses with the description of the
generation of wind tunnel data and aerodynamic model
identification using selected wind tunnel data [29]. Fi-
nally, it concludes by presenting detailed discussion on the
results obtained by applying the delta, MD and ML meth-
ods on simulated flight data.

Wind Tunnel Model and Testing Arrangements

A typical configuration of a short range tactical missile
as shown in Fig.3 was considered for the present study. A
full scale model was tested in wind tunnel to generate
aerodynamic forces and moments [29]. The surface of the
model was polished and smoothened. The model was
tested in a closed-circuit low speed wind tunnel with a test
section 3.0 m x 1.2 m x 2.0 m. The tunnel is able to produce
flow with velocity ranging from 10 to 60 m/sec at a
turbulence level of less than 0.1%. The air velocity is
measured with an accuracy of 0.05%. The spatial variation
of mean velocity in the test section was observed to be
0.2%. The tunnel is powered by 1000 KW dc motor
driving a commercial axial flow fan. Wind tunnel tests
were conducted on a full scale model of a typical tail
controlled missile, to generate aerodynamic forces at vari-
ous angles of attack (-10 deg to + 15 deg) and tail deflec-

Fig.2  Schematic of feed forward neural network for
proposed aerodynamic modeling Fig.3  Schematic of the model and the fitment used in

wind tunnel testing
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tions (-10 deg to + I 0 deg). Full scale model of the missile
configuration was tested at Reynolds number of 2.0 x 106.
Typical variation of CN and Cm with α and δ are presented
in Fig. 4. The reference area, length and moment reference
point chosen for these sets of data are, 0.0113 m2, 1.0 m,
0.532 m from the nose tip respectively [29].

Approximate Aerodynamic Models and Model
Identification using Wind Tunnel Data

Exhaustive wind tunnel testes were conducted to gen-
erate the longitudinal forces and moments at low speed for
various combination of angle of attack and control surface
deflections [29]. As stated earlier, the purpose was to
extract a good trim aerodynamic model from the selected
wind tunnel data. It was decided to apply ML method on
the selected wind tunnel data to capture the trim aerody-
namic model. Since ML method requires postulation of a
model, a through survey of available approximate models
was carried out to fix the structure of aerodynamic model
for identification purpose. There are various approaches
to estimate weapon aerodynamics that include, empirical
estimates, aero prediction codes with Navier-Stokes
solver with many invariants. Component build up ap-
proach to model the aerodynamics is commonly used in
semi-empirical aerodynamic codes, Component build up
of aerodynamics applies to components of aerodynamics
associated with individual missile components as well as
aerodynamic terms within a component. It gets its basis
from linearized theory where linear solution of the equa-
tions of motion can be added together in linear sense [5].
The missile configuration chosen for the present study has
a cylindrical body with hemispherical nose, and all move-

able cruciform tail [29]. There are several separate aero-
dynamic force and moment terms that must be considered
separately in the component buildup approach. These to
include body alone; tail alone and, finally the additional
force on the tail as a result of being in the down wash field
of the body.

The normal force and pitching moment of the total
configuration can be modeled by summing the aerody-
namics of the missile components

CN = CN
B
 + CN

T
 (ST

 ⁄ Sref) (1)

Cm = Cm
B
 + Cm

T
(2)

where CNB
 is the normal force coefficient of the body,

NNT
 is the normal force coefficient of the tail, ST  is the tail

area, Sref  is the reference area of missile, CmB
is the pitch-

ing moment coefficient of the body and CmT
  pitching

moment coefficient of the tail. There are several types of
interference effects that occur in aerodynamics. However,
for the present missile configuration, the interference ef-
fects are considered. To better understand the interference
lift components, it is instructive to examine the normal
force on a configuration as defined by Pitts, Nielsen, and
Kaattari [30], which is given by:

CN = CN
B
 + K (CN

α
) T  (α + δ) (ST

 ⁄ Sref) (3)

where K is the sum of the tail-body and body-tail interfer-
ence factor. Out of the major non linearities that occur in
weapon aerodynamics, are the ones that have the most
influence on the body alone are the angle of attack, Mach
number, cross flow Reynolds number and asymmetric
vortices. All of these phenomena can be modeled in an
approximate sense except for the asymmetric shedding
vortices [5, 6]. Design alternatives that helped to alleviate
the problems and make vortices more symmetric include
blunt nose, strakes, or canards in the nose region [5, 6].
The present study is restricted to moderate angle of attack
(α  ≤  10o ) of the missile having almost blunt nose. Since,
the present study is restricted to moderate angle of attack,
side force due to asymmetric vortex shedding will not be
considered in the aerodynamic modeling.

To incorporate nonlinear effect in the normal force
coefficient of the body, the body term in Eq. (3) has been

Fig.4  Variation of wind tunnel normal force coefficient and
pitching moment coefficient with angle of attack
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expanded as sum of linear (L) and nonlinear (NL) con-
tributor separately.

CN
B
 =  (CN

B
) L  +  (CN

B
) N L (4)

The slender body theory [31] provides a simple means
of computing (CNB

) L. The term (CNB
) N L can be modeled

by a revised method of Allen and Perkins [32, 33]. The
nonlinear contribution was attributed to the generation of
cross flow around the body at an angle of attack. This cross
flow term is based on the drag force experienced by an
element of a circular cylinder of the same diameter in a
stream moving at the cross component of the stream
velocity, V∞ sin α . Cross flow is primarily created by the
viscous effect of the fluid as it flows around the body often
separating and creating a nonlinear force coefficient.

In equation form, the so called viscous cross flow
theory is given by [5, 34]:

(CN )N L = η Cdc 




SP
Sref




 α2 (5)

where η is the drag proportionality factor, Cdc is the cross
flow drag coefficient [34] and SP is the planform area of
missile. Using Eqs. (4) and (5), the approximate theoreti-
cal aerodynamic model for body alone can be expressed
as:

CN
B
  =  C1α + C2α

2 (6)

where body alone normal force coefficient derivatives (Cl
and C2 ) are given by:

C1  =  2 (k2 − k1) 
SB
Sref

(7)

and,

(C2 )  = η Cdc 




SP
Sref





(8)

where (k2-k1) is the munk factor and SB is the base area of
missile. Moore and McInville [6] tried a second, third and
fourth order equation in angle of attack to represent the
wing alone normal force coefficient as a function of angle
of attack. In the present study, similar approaches have
been used to model the tail alone normal force coefficient.

The all moveable tail being of low aspect ratio, only
second order equation in angle of attack has been used to
model the tail-alone nonlinear normal force coefficient:

CN
T
  =  a0 + a1 αT + a2 αT

2 (9)

where tail angle of attack, αT =  α + δ ,  δ  is the control
surface deflection and α  is the angle of attack seen by the
missile. Here only positive angle of attack were consid-
ered because it was assumed that the missile fin plan form
had no camber and as a result, the normal force at a
negative angle of attack is simply the negative of that at
the same positive values of angle of attack. The chosen
missile has symmetric fin surface and therefore, coeffi-
cients  a0, a1, and a2 and  can be evaluated using the
following expressions [5]:

a0 = 0 (10)

a1  =  2πAR

2 + 



AR

2

 (β
2

 + tan
2

 Λ
c⁄2

 )  +  4




1⁄2
(11)

a2 = 34.044 (CN)
α = 15

0  − 4.824 (CN)
α = 35

0

    +  0.425 (CN)
α = 60

0  − 6.412a1 (12)

The total normal force coefficient of the tail in pres-
ence of body can be expressed as

CN
T
 = a1 





KT (B) + KB (T)

 α + 

kT (B) + kB (T)


 δ



 + a2 αT

2

(13)

Using Eqs. (6) to (13), one can express normal force
and moment coefficient of the complete missile. Al-
though, we started from the model proposed by moore [5],
Allen and perkins [32, 33], however we further reconfig-
ure the model as given below to make it amenable for
parameter estimation from flight data.

CN = CN
α

 α + CN
α

2 α
2 + CN

a
T

2 αT
2 + CN

δ

δ (14)

Cm = Cm
α

 α + Cm
α

2 α
2 + Cm

a
T

2 αT
2 + Cm

δ

δ (15)
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where

CN
α

 = C1 + a1 

KT (B) + KB (T)

 

ST

 ⁄ Sref
(16)

CN
α

2 = C2 (17)

CN
δ

 = + a1 

kT (B) + kB (T)

 

ST

 ⁄ Sref
(18)

CN
a
T

2  = a2 

ST

 ⁄ Sref
(19)

Cm
α

 = CN
α

 

Xcg − Xcp

L


  ⁄ d (20)

Cm
α

2 = CN
α

2 
Xcg − Xcp

N L


  ⁄ d (21)

Cm
δ

 = CN
δ

 

Xcg − Xcp

T


  ⁄ d (22)

Cm
a
T

2  =  CN
a
T

2  
Xcg − Xcp

T


  ⁄ d (23)

For the purpose of model identification, using wind
tunnel data, the aerodynamic models (Eqs. 14 and 15)
were used in the estimation algorithm to extract deriva-
tives of normal force and pitching moment coefficient
namely,   CNα

 ,  Cmα
 ,  CNα

2 ,  Cmα
2 ,  CNδ

 ,  Cmδ
 ,  CNaT

2 ,

and CmaT
2 . The purpose was to extract a good trim aero-

dynamic model from selected wind tunnel data by using
an identification method. Separate identification was car-
ried out for body alone and body plus tail configurations.
For body alone, we assumed non-linear model (Eqs. 14
and 15) in the estimation algorithm and subsequently the
parameters namely, CNα

 ,  Cmα
 ,  CNα

2 ,  Cmα
2 were esti-

mated. Similar exercise was carried with wind tunnel data
for body plus tail configuration. The body plus tail con-
figuration was tested to generate forces and moments for
different combination of angle of attack and tail deflec-
tions as presented in Fig. 3. The aerodynamic model given
in Eqs. (14) and (15) were used in the estimation algo-
rithm. Maximum likelihood method was applied to esti-
mate  the  aerodynamic  parameters, CNα

 ,  Cmα
 ,  CNα

2 ,
  Cmα

2 , CNδ
 ,  Cmδ

 ,  CNaT
2 , and CmaT

2  by minimizing the

error between the assumed model of CN and Cm and wind
tunnel measured CN and Cm for various contribution of
angle attack and tail deflections. This study is useful in
two ways for the purpose of parameter estimation from
flight data. Firstly, if we need to use ML method (for

which priori fix of model is necessary), we have a desir-
able form which is also amenable for parameter extraction
purpose. Secondly, if we use neural method, where in no
postulation of model is necessary. Such an exercise helps
to select the variables to be considered in the input vector
to be fed to neural model for training.

Feed Forward Neural Networks

Feed forward neural networks are composed of group
of neurons that are arranged into an input layer, an output
layer, and one or more hidden layers. The number of nodes
(neurons) in the input and output layers are determined,
respectively, by the number of input and output variables,
whereas the number of neurons in the hidden layers is
decided by the complexity of the problem. Each neuron of
a layer is connected to each neuron of the next layer, and
each connection is assigned its individual connective
weight. The neurons of the hidden and the output layers
have a nonlinear activation function, which provides the
networks the required nonlinear decision capability for
modeling. For the purpose of longitudinal aerodynamic
modeling of FFNN (Fig.1), the input variables to the
network are the variables α , q , α2 , α

T
2 , and the control

input δ. The output variables are CN and CM. During the
training sessions of the networks, the predicted values of
the total coefficients CN and CM are compared with the
corresponding known values. The difference between the
predicted and known values of the total coefficients at
each time point yield the error that are back-propagated
using the method called the back-propagation algorithm
(BPA). The BPA essentially treats error function as a
function of networks weights, and uses an iterative de-
scent gradient algorithm in the weight parameter space to
minimize the error between the predicted and the known
(desired) values of the output variables. The connective
weights are updated during every iterative step. Out of the
two most popular BPA algorithm: 1) the batch or sweep
and 2) the sequential or pattern learning, we have em-
ployed the latter wherein the network weights are updated
sequentially as training data are presented. More detail
about FFNNs and BPA algorithm are available in the open
literature [22,35,36].

A brief study was conducted to determine whether the
network should be trained to map the network input vari-
ables to all two network output variables (CN and CM ) at
a time. Because the option of one output variables at a time
resulted better training, it was adopted for all of the studies
reported herein. Criterion of termination of the iterative
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process for training was based on computing mean square
error (MSE), defmed as:

MSE  =  1
m × n

  ∑ 
j = 1

n

   ∑ 
j = 1

m

   

Yi (j) − Xi (j)

2
(24)

where Y and X are, respectively, the desired (known) and
the computed (predicted) outputs of the neural networks;
n is the number of data points; m is the number of the
output variables. If only one output variables CN or CM is
to be trained, then MSE is defined with m = 1. Training
sessions are continued until changes in MSE in the suc-
cessive iteration are less than the prescribed value or the
number of iteration exceeds the specified number.

A detail study was carried out for a few sets of simu-
lated data to understand the influence of various network
parameters (also called the influencing or tuning parame-
ters) on the training and prediction capability of the net-
work. A matrix of tuning parameters such as the number
of hidden layers, the number of nodes in each of the hidden
layer(s), the learning rate, the momentum rate, the logistic
gain factor of the sigmoidal function, the initial network
weights, and the scaling of input-output data was gener-
ated, where in each parameters were varied within a
prescribed range [19, 20, 21] and the network was trained
to arrive at the best possible set that led to minimum MSE
for the given flight data. The final set of tuning parameters
is chosen is as follows: number of hidden layers = 1,
number of neuron in the hidden layer = 5, learning rate =
0.3, momentum rate = 0.5, logistic gain = 0.85 and number
of iteration = 1000. After the training, the same input data
are passed to check the prediction capability of the net-
work. The predicted aerodynamic coefficients are deemed
acceptable only if the MSE is less than the specified value.
Once the network is trained satisfactorily, to map network
input variables (α , q , α2 , α

T
2 , and δ) to each of the

network output variables (CN and CM), it is then used for
estimation of longitudinal stability and control derivatives
by using the Delta methods described next.

Delta and Modified Delta Method

Delta Method

The Delta method [23] is based on the understanding
of what a stability/control derivatives stands for; the sta-
bility/control derivatives represent the variation in the
aerodynamic force or moment coefficients caused by a
small variation in one of the motion/control variables

about the nominal value, whereas all of the other variables
are held constant. For example,  CNα

 represents a variation

in CN with respect to α, whereas all other variables
q , α2 , α

T
2 , and δ are held constant. Let us consider an

estimation of CNα
 via the Delta method. For this purpose,

the neural network is first trained such that the network
input variables α , q , α2 , α

T

2 , and δ are mapped to CN.

Next, a modified network input file is prepared wherein α
values at each time point are perturbed by ± ∆α while all
of the other variables retain their original values. This
modified  file  is  how presented to the trained network
and the  corresponding  predicted values of the perturbed

C
N
 (C

N

+

 for α + ∆α   and C
N

−

 for α - ∆α)   are obtained at

the output node. Now, the stability derivative CNα
 is given

by C
Nα

  =  (C
N

+

 − C
N

−

 ) ⁄ 2 ∆ α. Similarly perturbing only,

say δ, in the network input file will yield the control
derivative C

Nδ
. Perturbations were given in both increas-

ing (+) and decreasing (-) directions to avoid any bias
resulting from one-sided differencing.

Modified Delta Method

In application of the Delta method, it was observed that
the estimated parameters showed large spread in their
numerical values. It was conjectured that a less than
perfect match between the actual and the predicted values
of aerodynamic coefficients is primarily responsible for
observed spread in the estimated values. In an attempt to
improve the training, it was decided to keep differential
variations ∆ α , ∆ α2 , ∆ q , ∆ δ , and ∆ α

T

2 in the input

vector to be fed to FFNN. The differential variations
∆ CN  or ∆ CM  consisted of the output vector of the FFNN.
Fig.2 schematically represent the training strategy used in
Modified Delta method using FFNN. A detail study was
carried out for a few sets of simulated data to understand
the influence of various network parameters on training
and prediction capability. The network was trained to
arrive it best possible set that led to minimum MSE for
given flight data. The final set of tuning parameters with
proposed training scheme, is as follow: number of hidden
layer = 1, number of neuron in the hidden layer = 5,
learning rate = 0.35, momentum rate = 0.4, logistic gain =
0.8 and the number of iteration = 1200. After the training,
the same input data are passed to check the prediction
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capability of the network. The predicted ∆ CN or ∆ CM  are
deemed acceptable only if the MSE is less than a specified
value. Once the network is trained satisfactorily, to map
network input variables (∆ α , ∆ α2 , ∆ q , ∆ δ , and
∆ α

T
2) to each of the network output variables (∆ CN or

∆ CM), it is then used for estimation of longitudinal stabil-
ity and control derivatives by using the Modified Delta
method.

The proposed modified Delta method is based on
interpreting the stability and control derivatives as fol-
lows: If we could obtain variation in the value of an
aerodynamic coefficient due to variation in only one of the
motion/control variables while the variation in other mo-
tion/control variables are identically zero, then the ratio of
the variation of the aerodynamic coefficients to variation
of the non-zero motion/control variable will yield the
corresponding stability/control derivative. Let us say that
the FFNN is trained to map the network input variables,
∆ α , ∆ q , and  ∆ δ to the network output var iable (var i-
ation), ∆ CN. Now one input (say ∆α) variable at a time is
chosen to be at its original value while the rest of the
network inputs (∆q and ∆δ) are set to zero. The predicted
value of the aerodynamic coefficient  (∆ CN) correspond-
ing to such a modified file is divided by the non-zero
variation in motion/control variable to yield the corre-
sponding stability/control derivative, CNα

.  Similarly all
the parameters can be estimated by using suitably modi-
fied input files.

Generation of Simulated Flight Data

For the purpose of parameter estimation, flight data
simulating longitudinal dynamics were generated. The
six- degree-of-freedom equations of motion [7] in a body-
fixed axes system were first reduced to three-degree-of-
freedom equations of motion pertaining to the longitudinal
dynamics and then solved using the fourth-order Runge-
Kutta method to generate simulated flight data for various
tail input. The following equations of motion have been
used:

u
.
 = ( q

_
 Sref

 ⁄ M ) Cx (α , δ) − qw − g sin θ + (T ⁄ M ) (25)

w
.
 =  − ( q

_
 Sref

 ⁄ M ) CN (α , δ) + qu + g cos θ (26)

q
.
  =  ( q

_
 Sref d ) CM (α , δ q ) ⁄I

y
(27)

q
.
  =  q (28)

h
. 
 =  u sin θ − w cos θ (29)

where

α = tan−1 (w ⁄ u),  q
_ 
 = (1 ⁄ 1 ) ρV 2, and  V = (u2 + v2 + w2 )

1⁄2.

The numerical value of Cx at a corresponding values of α
and δ was interpolated from the wind tunnel generated
data (Fig. 4). The damping derivative (Cmq

) was computed

using analytical expression as given below:

Cm
q
  =  2 C1 






 Xcg − Xcp

L




 ⁄ d 



2
 + 2 α1 






 Xcg − Xcp

T




 ⁄ d 



2

(30)

The pitching moment coefficient was modified by
including the pitch damping effect with the following
expression:

CM  =  Cm  (α , δ )  +  Cm
q
 qd ⁄ 2V (31)

The  example  missile having ( T ⁄ W )boost = 8.234,

( T ⁄ W )sustain = 1.314, M ⁄d 2 = 1289.6kg ⁄ m 2 , Ix/Iy =
0.0219 was chosen for generating simulated flight data.

A typical trajectory of the missile in motion is pictori-
ally presented in Fig. 5. Referring Fig. 5, it can be observed
that the missile has initial boost phase with high rate oftum
(upto point a), after reaching the predetermined height, it
maneuvers to a cruise or sustainer phase (a-b). The ma-
neuver from launch upto point ‘a’ (Fig. 5), will be referred
to as Design maneuver phase, where as the flight path from
(a to b) will be referred to as sustainer phase for future
reference. A typical variation of motion variables, α, q,

Fig.5  Typical trajectory of the missile
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q
.
, az, V and δ are presented in Fig. 6. For the purpose

parameter estimation, flight data corresponding to design
maneuver was initially selected. During the design ma-
neuver, the control input followed a pre-determined series
of deflections. Further, the motion variables also showed
appreciable variations as compared to sustainer phase in
both magnitude and sign. To investigate the effect of
control input forms on the estimated parameters, it was
further decided to simulate flight trajectory by exciting the
missile with multi-step control input during the sustainer
phase. It may be appreciated that, such excitation may
always not be possible in real situation. The flight data
corresponding to this excitation at sustainer phase is pre-
sented in Fig. 7. Referring the Fig. 7, it can be observed
that the multi-step control input of magnitude of around
0.1 rad could excite the missile appreciablely. The maxi-
mum angle of attack, pitch rate and acceleration were
restricted to 0.174 rad, 2 rad/sec and 2g respectively.

For the purpose of parameter estimation, the flight data
given in Fig. 6 and Fig. 7 were used. It may be clarified
here that in the case of real flight data, since the true values
of the parameters are not known, CN and CM is to be
calculated from the measured values of az and q

.
 using the

following relations:

CN  =  − 2 Maz
 ⁄ ρV 2 Sref (32)

CM  =  − 2 q. Iz
 ⁄ ρV 2 Sref d (33)

However, if numerical values of az are not reliable, an
alternative method of computing CN using time rate of
change of α can be followed. The time rate of change of
α may be computed by numerical differentiation of α.
Using this numerical value of α

.
 , CN can be computed as

follows:

CN  =  − 

2 M ⁄ ρ V 2 Sref




  (α

.
 − q ) (34)

It may be clarified here that the application of the delta
or MD method do not required even an order of magnitude
information about the parameters as is the case for con-
ventional method, say the maximum likelihood estimator,
where such information is required in the form of initial
values. Network input-output files for several types of
control inputs were separately used to train the FFNN and
the parameters estimated via delta and MD method. Fur-
ther, ML method were also used to estimate aerodynamic
parameters using the motion (α, q, and az) of the same
flight data used for FFNN modeling. The main fmdings
are illustrated by presenting results obtained by using
flight data corresponding to following cases:

Case 1: Flight data correspond to multi-step 3-2-1-1 type
tail input during sustainer phase. 

Case 2: Flight data correspond to pre-defined tail input
during Design maneuver.

Case 3: Control input as for Case 1, but various level of
noise (1%, 5%, and 10%) added to motion variables α, q,
az, and q

.
.

Case 4: Control input as for Case 2, but various level of
noise (1%, 5%, and 10%) added to motion variables α, q,
az, and q

.
.

Fig.6  Flight data for design maneuver control input

Fig.7  Flight data for 3-2-1-1 control input during the
sustainer phase
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Result and Discussions

For the purpose of aerodynamic model identification,
using wind tunnel data, the wind tunnel generated longi-
tudinal forces and moments for body alone and body with
tail configurations were considered separately. Maximum
likelihood method was applied to estimate the aerody-
namic parameters by minimizing the error between the
assumed model (Eqs. 14 and 15) of estimated CN and Cm
and wind tunnel measured CN and Cm for various combi-
nations of angle of attack and tail deflections.

For body alone configuration, the parameters namely,
and CNα

 ,  Cmα
 ,  CNα

2 , and Cmα
2 were estimated. During

the process of estimation, the numerical values of the
parameters, CNδ

 ,  Cmδ
 ,  CNaT

2 , and  CmaT
2 , were set to

zero. The estimated parameters were then compared with
the parameters obtained using approximate expressions as
given in Eqs. (7), (8), (20), and (21). Column 2 and 3 of
Table-1 list approximate and estimated values of the pa-
rameters for body alone configuration respectively.

A fairly close match reflects confidence in assuming
the chosen form of the model for subsequent parameter
estimation purpose through flight data using ML method.
Similar exercise was carried out with data obtained using
wind tunnel model configuration data for body with tail
configuration. Maximum likelihood method was applied
to estimate the aerodynamic parameters, CNα

 ,  Cmα
 ,

CNα
2 , Cmα

2 , CNδ
 ,  Cmδ

 , CNaT
2 , and CmaT

2 . Column 4 and

5 of Table-1 present the comparison between the numeri-
cal values obtained through approximate and ML method.
A reasonable match among the parameters suggests ac-
ceptable aerodynamic structure for the purpose of estima-
tion of trim aerodynamics of the missile at moderate angle
of attack. Further, the numerical values of these parame-
ters obtained by both the methods were used in Eqs. (14)
and (15) to compute variation of CN and Cm with respect
to angle of attack and tail deflections. Fig.8 presents a
comparison between estimated values of CN and Cm with
the wind tunnel generated CN and Cm for both the configu-
rations (body alone and body plus tail). As expected it can
be seen that the estimated values of CN and Cm lie very
close to wind tunnel generated CN and Cm. The computed
values of CN and Cm obtained using approximated method

Table-1 : Parameters obtained using approximate method and ML method on
wind tunnel model configuration data

Body-alone Body with fin
Parameter Approximate method ML Approximate method ML

CNα 1.840 1.881 4.815 4.223
(0.016) (0.034)

CNα
2 8.188 7.575 8.188 5.186

(0.103) (0.110)
CNδ - - 1.994 1.129

(0.013)
CNaT

2 - - -1.316 -0.970
(0.091)

Cmα 7.539 5.859 -7.555 -7.821
(0.016) (0.041)

Cmα
2 0.116 0.110 0.116 0.132

(0.012) (0.002)
Cmδ - -7.023 -7.470

(0.096)
CmaT

2 - 4.635 6.031
(0.152)
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Fig.8  Comparison of normal force and pitching moment coefficients for body-alone and body plus fin configurations
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also lies reasonably close to the wind tunnel generated CN
and Cm. This study is useful in two ways. Firstly, if we
need to use ML method (for which a priori fix to the model
is necessary), we have a convenient form of the aerody-
namic model which is also amenable to parameter extrac-
tion purpose. Secondly, if we use neural method, where
no postulation of model is necessary, such an exercise
helps to select the input variables to consider in the input
vector to be fed to FFNN model for training. This ap-
proach  too some extent demystify the statement that
neural  model does not require, any knowledge of the form
of  the  aerodynamic model for parameter estimation pur-
pose.

The  applicability  of the Delta and MD method is
tested   using   simulated  flight  data.  For this purpose,
the simulated  flight data pertaining to longitudinal dy-
namics corresponding to design maneuver and sustainer
phase  (Fig. 6  and 7)  were  considered. A typical configu-
ration of    the missile  shown in Fig. 2, having
( T ⁄ W )boost = 8.234,   ( T ⁄ W )sustain = 1.314,

M ⁄d 2 = 1289.6kg ⁄ m 2 , Ix/Iy = 0.0219 was chosen as the
example missile for this study. The numerical values of
CN (α , δ ) and Cm (α , δ ) required as input in solving
equation of motion (Eqs. 4 and 5) were the wind tunnel
identified CN and Cm at the corresponding α and δ. The
wind  tunnel  estimated  values of  the parameters CNα

 ,

Cmα
 , CNα

2 , Cmα
2 , CNδ

 ,  Cmδ
 , CNaT

2 , and CmaT
2  will be

referred to as true values of the longitudinal aerodynamic
parameters for the purpose of generation of simulated
flight data of the chosen example missile. During the
application of methods based on FFNN training network
input-output files for the two chosen form of control inputs
were separately used to train the FFNN and the parameters
were estimated via the Delta and the modified Delta
method. Further, ML method was also used to estimate
aerodynamic parameters using the flight data containing
information about α, q and az. The main findings are
illustrated by presenting results for case 1 to 4 in the
subsequent paragraph.

For Case 1, the flight data were generated by exciting
the missile with multi-step 3-2-1-1 control input during
the sustainer phase. The flight data containing the infor-
mation about the motion variables are presented in Fig. 7.
Column 3 and 4 of Table-2 list the numerical values of the

estimated parameters obtained using the Delta and the
Modified Delta (MD) method.

It can be seen that the even the derivatives namely
CNα

2 , Cmα
2 , CNaT

2 , and CmaT
2 were also well estimated

with lower values of standard deviations. It is interesting
to observe that in general, estimates obtained using the
MD method have lower values of standard deviation as
compared to estimates obtained through the Delta method.
For the sake of comparison, the column 5 lists numerical
values of estimates obtained using the ML method. The
lower values of Cramer-Rao bound also suggest higher
degree of confidence. For case 1, with no noise, it is
observed that the Delta and MD method can advanta-
geously be applied to estimate aerodynamic parameter
using the flight data generated by exciting the missile at
sustainer phase using a multi step 3-2-1-1 control input.
However, such an excitation of the missile at sustainer
phase may not always be possible. Therefore, investiga-
tions were further progressed to assess the possibility of
estimating parameters using the flight data corresponding
to design maneuver phase. Case 2, uses flight data corre-
sponding to design maneuver phase as presented in Fig. 6.
Columns 6, 7 and 8 of Table-2 list the numerical values of
the estimated parameters obtained using the Delta, the MD
and the ML method respectively. The parameters,
CNα

 , Cmα
 , Cmq

 , CNδ
 , and Cmδ

 were well estimated by the

Delta, the Modified Delta and the ML method. However,
there was marginal deterioration in the numerical values
of the estimated parameters, namely CNα

2 , Cmα
2 , CNaT

2 ,

and CmaT
2 ,. It is interesting to note that the estimated

parameters including CNaT
2  and CmaT

2  obtained using the

MD method showed least deterioration. To study the
effect of measurement noise on parameter estimates,
simulated pseudo noise of varying intensities were added
to the simulated flight data. The noise was simulated by
generating successively uncorrelated pseudo random
numbers having a normal distribution with zero mean and
an assigned standard deviation correspondingly approxi-
mately to a designated percentage (1%, 5% etc) of the
maximum amplitude of the motion variables α, q, az, and
q
.
 etc. Table-3 lists the estimated parameters obtained for

Case 3 and 4. Column 3, 4 and 5 of Table-3 list the
estimated parameters obtained by applying the Delta, MD
and ML method on flight data (with 5% noise) generated
using multi step 3-2-1-1-input. In general, as expected,
there was marginal deterioration in the estimated parame-
ters for this case also. Although most of the parameters
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were well estimated by both the Delta and the MD method.
It is interesting to note that for Case 3, for noise level of
5%, unlike the ML method, the Delta and the MD methods
could estimate the parameter Cmα

2 with correct sign and

reasonable magnitude. Further, the numerical value of
CmaT

2   obtained using the MD method appears to have

least square both in terms of magnitude and standard
deviation when compared with the estimates obtained
using Delta and ML method for the same flight data.

Similar observations, on the numerical values of  the
estimates could be extended to Case 4 also. Flight Data
generated with not so efficient control input (design ma-
neuver), could be processed by the Delta and the Modified
Delta method to yield reasonably accurate values of the
parameters. To see how good the estimated values are, we

compared the estimated CN and CM , obtained by substi-
tuting the estimated values in the right hand side of Eq.
(14) and (31), with the true CN and CM being analyzed.
Fig. 9 compares true CN and CM, the estimated CN  and
CM (via the Delta method), the estimated CN and CM (via
the MD method), and the estimated CN and CM (via the
ML method). It is interesting to observe from Fig. 9 that
the estimated CN and CM via the MD method shows a
better fit with the true CN and CM then does the estimated
CN and CM via the Delta method. Similar observation
could be made while referring Fig. 10 representing vari-
ation of estimated CN and CM obtained by all the three
methods using sustainer phase (with 3-2-1-1 control input)
flight data. This may be due to better FFNN training
obtained by replacing α, α2, q, δ, and α T

2 by their vari-

ations (∆α, ∆α2, ∆q, ∆δ, and ∆ α
T
2 )  in the input vector

used for neural training.

Table-2 : Estimated parameters obtained using 3-2-1-1 control input and design maneuver control input
Noise = 0%

Case 1 Case 2
Parameter True Delta MD ML Delta MD ML

CNα 4.223 4.225 4.223 4.223 4.229 4.223 4.203

(0.003)+ (0.001)+ (0.039)* (0.051) (0.001) (0.06)
CNα

2 5.186 5.187 5.184 5.185 5.199 5.179 5.343

(0.021) (0.010) (0.015) (0.033) (0.007) (0.225)
CNδ 1.129 1.128 1.29 1.129 1.119 1.128 1.130

(0.015) (0.0001) (0.017) (0.053) (0.002) (0.046)
CNaT

2 -0.97 -0.975 -0.9701 -0.968 -0.956 -0.9612 -1.136

(0.014) (0.011) (0.026) (0.012) (0.031) (0.104)
Cmα -7.821 -7.801 -7.820 -7.820 -7.801 -7.829 -7.763

(0.002) (0.004) (0.026) (0.002) (0.072) (0.029)
Cmα

2 0.132 0.139 0.129 0.132 0.141 0.142 -0.131

(0.06) (0.019) (0.025) (0.065) (0.031) (0.163)
Cmδ -7.470 -7.44 -7.420 -7.469 -7.42 -7.445) -7.448

(0.011) (0.521) (0.045) (0.032) (0.185) (0.064)
CmaT

2 6.031 6.011 6.028 6.027 5.981 6.115 5.892

(0.0311) (0.013) (0.011) (0.091) (0.042) (0.035)
Cmq -109.77 -109.69 -109.71 -109.77 -109.66 -109.82 -109.98

(0.035) (0.019) (0.053) (0.091) (0.112) (0.012)
+ Sample standard deviation;     * Cramer Rao bound
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Conclusion

In the present study, an attempt has been made to
estimate aerodynamic parameters from flight data of a
typical tactical missile. To avoid any explicit requirement
of postulation of aerodynamic model, the Delta and the
Modified Delta methods were applied to estimate aerody-
namic parameters. In application of the Delta method, it
was observed that the estimated parameters showed large
spread in their numerical values. To reduce such spread in
the numerical values of the estimates, a new approach has
been proposed by modifying the Delta method. The Modi-
fied Delta method uses variations in motion and control
variables to train the FFNN. It is observed that the Modi-
fied Delta method can advantageously be applied on flight
data of a typical tactical missile to estimate aerodynamic
parameters.
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design maneuver control input with noise = 5%

Fig.10  Comparison of estimated and true normal force and pitching moment coefficients for
3-2-1-1 control input with noise = 5%
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