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Abstract

The present study is aimed at the development of an accurate and robust reentry guidance
strategy for Reusable Launch Vehicles (RLVs), based on onboard trajectory planning and by
using the concept of analytical sensitivities. The onboard planning algorithm generates a
feasible trajectory from any reentry interface to specific target location, while satisfying all
the path constraints, prior to the start of the reentry. For this purpose, the optimal control
problem of reentry guidance is converted into an equivalent targeting problem in Nonlinear
Programming and a simple solution methodology is devised to generate the three-dimensional
trajectory. The profile tracking algorithm is developed based on the well known Linear
Quadratic Regulator technique. In this strategy, equations of motion are described in polar
coordinates and a direct analytical method for computation of sensitivity matrix elements is
used, which ensures better mission planning and faster convergence. An additional feature of
the proposed algorithm is the inclusion of an integral term in control law, which tracks the
trajectory without a need for instantaneous bank reversals, even with a dispersed environment.
The performance results establish adequacy and usefulness of the algorithm.

Nomenclature

C = constraint vector 
CD = drag coefficient 
CL = lift coefficient 
D = drag force 
et; ec = target and constraint error 
g ; gR ; gφ = acceleration due to gravity; 

   J2 Harmonics 
h ; ho ; hf ; hd = altitude; initial value; final value; 

   desired value 
H = weighting matrix 
J = performance index, Jacobian matrix 
J2 = second gravitational harmonics 
K(e), KI(e) = control gains 
L = lift force 
m = vehicle mass 
M = mach number 
nz = load factor 
q; qmax = dynamic pressure; maximum

   allowable value 
Q = weighing matrix 
Q
.
 ; Q

.
max = stagnation point heat rate; 

   maximum allowable value 
r ; ro ; rf ; rd = radial distance; initial value;

   final value; desired value 
S = reference area; minimum norm

   search direction vector 
to ; tf ; ta = initial time; final time;

   time limit for constant α 
uc ; u* ; uref = control vector; optimum value;

   reference value 
V ; Vf ; Vd = relative velocity; final relative velocity; 

   desired relative velocity 
Vcir = circular velocity 
X ; Xf ; Xd = instantaneous state vector; 

   final state vector; desired state vector 
Y(t) = target error vector 
α ; αn = angle of attack; nominal value at the 

    beginning 
α
.

= rate of change of angle of attack 
β = side slip angle 
γ ; γf ; γd = flight path angle; final value; 

   desired value 
ηi = path constraint error sensitivity states 
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ξi = target error sensitivity state
λ ; λf ; λd = vehicle longitude; final value; 

   desired value 
µ = gravitational constant 
ρ = atmospheric density 
σ ; σd ; σf = bank angle; value at the initiation

   of the manoeuvre; final value 
σt = maximum allowable limit on the 

   final bank angle 
σ
.

1 to  σ
.

6 = parameterized bank angle rates 
φ ; φf ; φd = latitude; final value; desired value 
ψ ; ψf ; ψd = azimuth; final value; desired value 
Ωe , ωe = rotational velocity of earth

Introduction

In general, reentry guidance strategy for RLVs con-
sists of two components : (1) generation of a feasible
reference trajectory to meet the specified target, satisfying
all the path constraints and (2) generation of steering
commands, in terms of angle of attack and bank angle, to
track the reference trajectory. The flight proven reentry
guidance algorithms [1,2] to date have been implemented
by fitting the optimal trajectory with phases that follow a
ground computed reference trajectory profile stored on-
board. Studies reveal that the Space Shuttle guidance
algorithms [1,2] need improvement in order to meet the
requirements of new generation Reusable Launch Vehi-
cles (RLVs), which have a wide dynamic range of opera-
tion and are subjected to minimal aerodynamic
characterization at ground to reduce the overall mission
cost. In recent studies, autonomous and adaptive reentry
guidance algorithms, which generate a reference trajec-
tory onboard, based on flight conditions and mission
requirements, are being developed. In a three dimensional
predictive reentry guidance approach [3], the Space Shut-
tles two dimensional reentry planning method is extended
to three dimensions, in order to achieve the desired down
range and cross range through drag and lateral  accelera-
tion profiles, while a nonlinear tracking control law is used
for trajectory control. Ronneke [4] has presented an adap-
tive reentry guidance algorithm based on autonomous
trajectory planning and nonlinear tracking. In another
guidance scheme for Hope-X [5], iterative predictor-cor-
rector method is adopted to meet the required energy
height at Terminal Area Energy Management (TAEM)
interface and reference drag profile is generated onboard
from the derivative of energy height with respect to range-

to-go. Fuhry [6] has developed an efficient and simple
reentry guidance algorithm based on numerical predictor-
corrector approach for Kistler K-1 orbital vehicle. Duke-
man [7] has presented a simple reentry trajectory guidance
algorithm based on optimal Linear Quadratic Regulator
(LQR) for tracking longitudinal variables.

Zimmerman et.al [8] have presented an effective inte-
grated reentry guidance algorithm, which contains on-
board trajectory planning with heat constraints, that uses
the numerical predictor-corrector method and a trajectory
tracking law based on LQR technique. Evolved Accelera-
tion Guidance Logic for Entry (EAGLE) developed by
Saraf et.al [9] consists of two integrated components : (1)
a three-dimensional trajectory planner which generates
reference drag acceleration and (2) lateral acceleration
profiles, along with reference state and bank angle pro-
files. Recently, Shen and Lu [10] have developed an
efficient methodology for faster design of three-degrees-
of-freedom reentry trajectories, subjected to all common
equality and inequality constraints, applicable to onboard
trajectory planning in entry guidance. Along with this
algorithm, onboard trajectory planning for sub-orbital
flights developed by Shen and Lu [11] covers the full
envelope of reentry trajectory planning. In order to over-
come the issues related to conventional bank reversals,
Shen and Lu [12] have developed a new automated lateral
guidance logic based on cross range. Joshi and Sivan [13]
have presented a predictor-corrector algorithm based on
Ref.[6], which includes the angle of attack  and bank angle
modulations for improving the reentry capability and sat-
isfying the path constraints. All the existing strategies
either carry out real-time planning onboard during the
reentry phase or use the ground computed reference tra-
jectory, which is only tracked during the reentry phase.

In this study, a new reentry guidance algorithm is
proposed, which uses the numerical predictor-corrector
for off-line onboard trajectory planning and the LQR
technique, along with an integral term in control law, for
accurate tracking of the trajectory. Guidance algorithm
presented in this paper addresses the important issue of
accurate estimation of the error sensitivities through an
analytical approach, by defining errors sensitivities as the
additional system states. The solution methodology pre-
sented in this paper has the potential to be implemented
on the flight guidance computers of the future generation
of the RLVs.
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Reentry Guidance Problem

Reentry Dynamics

The three degrees of freedom (3 DOF) system dynam-
ics, in polar coordinates with respect to an oblate rotating
planet [14] is given below :

V
.
 = − 



D
m




 + gR sin γ − gφ cos γ cos ψ

+ r Ωe
 2 cos φ (− cos γ cos ψ sin φ + sin γ cos φ ) (1)

γ
.
 = 1V  



L
m




 cos σ +  1V  




gR cos γ − gφ sin γ cos ψ + V

 2

r  cos γ




+  2 Ωe sin ψ cos φ

+  
rΩe

 2 cos φ
V  (sin γ cos ψ sin φ + cos γ cos φ ) (2)

ψ
.
 = 1

V cos γ
  


L
m




 sin σ + 1

V cos γ
 

gφ sin ψ


V
r  cos γ sin ψ tan φ + 2Ωe (sin φ − tan γ cos ψ cos φ)

+  
rΩe

2

V cos γ
 cos φ sin ψ sin φ (3)

r
.
 = V sin γ ;     φ

.
 = V cos γ cos ψ

r  ;     λ
.
 = V cos γ sin ψ

r cos φ
(4)

The gravity components with J2 term are given below :

gR =  − µ

r 2  



1 − 32 J2 





Re
r





2

 (3 sin2 φ − 1)




(5)

gφ =  3µ

r 2   J2  




Re
r





2

 sin φ cos φ (6)

The aerodynamic lift and drag forces are given below :

L =  1
2m ρ (r) V2 SCL (α , M , r) ;

D =  1
2m ρ (r) V2 SCD (α , M , r) (7)

Terminal Target Conditions and Path Constraints

The terminal target conditions are stated as require-
ments for achieving a specified Terminal Area Energy
Management (TAEM) interface state. Normally a RLV is
said to have reached TAEM interface when its velocity
reduces to the desired TAEM velocity. At that point on the
trajectory there are stringent requirements on range to
heading alignment cylinder, altitude and flight path angle.
All these requirements can be met if the terminal trajectory
state parameters achieve the values that are dictated by the
TAEM interface requirements. Also, in the proposed al-
gorithm, it is easier to handle the trajectory state parame-
ters rather than interface conditions in terms of derived
parameters. Therefore in the generic algorithm, the termi-
nal target conditions are defined in terms of the state
variables as,

Vf  −  Vd  =  0 ;     γf  −  γd  =  0 ;     ψf  −  ψd  =  0
rf  −  rd  =  0 ;     φf  −  φd  =  0 ;     λf  −  λd  =  0 (8)

where, Vf , γf , ψf , rf , φf , λf are the state at the TAEM
interface and Vd , γd , ψd , rd , φd , λd  are the correspond-
ing desired values. In addition to the above target condi-
tions, in order to avoid large transients in TAEM guidance,
the bank angle magnitude at TAEM interface has to be less
than a specified value [9] as,

 σf      ≤  σt (9)

Here, σf  is the bank angle at TAEM interface and σt
is its maximum allowable limit. The applicable path con-
straints e.g. equilibrium glide, heat flux, load factor and
dynamic pressure, are given below :

L
m cos (σ) ≤  




g  − V

 2

r



 cos (γ) ; 

Q
.
  =  11030

√RN
  


ρ
ρ0





1⁄2

  


V
Vcir





 3.15
  ≤  Q

.

max (10)

nz  =  Dm  1 + (L ⁄ D)
2

 1⁄2

   ≤   nmax ;

q  =  (1 ⁄ 2) ρ V 2  ≤  qmax (11)

Overall Guidance Concept

The generic reentry guidance algorithm presented in
this paper contains two parts viz., a trajectory planning

168 JOURNAL OF AEROSPACE SCIENCES & TECHNOLOGIES VOL.59, No.3



algorithm executed before reentry phase and a profile
tracking algorithm executed during reentry. After the de-
boost manoeuvre, the vehicle follows Keplerian motion
and, therefore, the expected state at reentry (altitude of 120
km) can be computed analytically from the navigation
data at the end of de-boost, which can be taken as the initial
conditions for the actual reentry. In general, about 3000s
of flight time is available between the end of de-boost and
start of the reentry and this time interval is proposed to be
used  for executing the computationally intensive plan-
ning algorithm for generating the off-line  reference tra-
jectory.

The trajectory planning solution is achieved through a
NLP approach for targeting which takes care of widely
different initial conditions at reentry interface and meets
the target within vehicles reentry capability, without vio-
lating any of the path constraints. Nominal vehicle data
and environment characteristics are used in this numerical
iteration procedure. Output of the algorithm are (1)  nomi-
nal control history and (2) the corresponding reference
trajectory profile from the designated reentry interface to
the TAEM interface satisfying all the path constraints and
target conditions. If the vehicle and flight environment
parameters during reentry are exactly the same as those
assumed for trajectory planning, the reference control
history as designed above will meet the mission require-
ments. However, in reality, this is not true and hence the
planned control history will not ensure the desired mission
objectives. To overcome these difficulties during reentry
phase, the profile tracking algorithm is designed, which
modulates the control history generated by the planning
algorithm, so as to follow the reference trajectory. Since
all the trajectory parameters are tracked from re-entry
interface to TAEM interface, all the path constraints are
satisfied while meeting target conditions. The overall
schematic of the proposed generic guidance algorithm is
given in Fig.1.

Generic Reentry Guidance Algorithm

Trajectory Planning Guidance Law

The target error vector at TAEM interface is defined
as

Y = 

Vf − Vd γf − γd ψf − ψd rf − rd φf − φd λf − λd σf − σt

 T

(12)

where, (.)f  denotes the parameters at the predicted TAEM
inter face and (.)d, (.)t denote the cor responding desired

values. The individual component of terminal er ror  vector
is considered into a terminal scalar  function with relative
weightages, and the scalar  er ror  et is computed as,

et  =  Y T H Y (13)

where, H is a weighing matrix for the terminal errors. The
path constraint error is defined as an integral of square of
the amount by which the constraint is violated. For the ith

constraint, the instantaneous constraint error is defined as

δCi  =  











 ∆ Ci          if  ∆ Ci = Ci − Cl
i
  >  0 

 0 ,            otherwise










(14)

where, Cli
 is the limit of ith constraint parameter. The

individual component of path constraint error vector is
combined into another scalar function with weightages,
and the corresponding scalar error, ec is computed as

ec  =  ∫  
t
0

 t
f δ C T W  δ C  dt (15)

where, δC is constraint error vector with components
defined as given in Eqn. (14) and W is weighing matrix
used for the relative weightage between different con-
straints. The guidance solution is achieved when et = 0 and

Fig.1  Overall schematic of generic reentry guidance
algorithm
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ec = 0 simultaneously. Therefore, the guidance problem
can be considered as a targeting problem, which can be
stated as follows :

Given X0 and t0, compute  uc (t) = 

α (t)    σ (t)




 T
 to

achieve et = 0, ec = 0 subject to the dynamics given by
X

.
  =  f (X , uc). In reality, exact zeros for the errors are

difficult to achieve and hence the solution is declared
achieved once the errors are less than the allowable toler-
ances. The diagonal elements of weighing matrices are
selected as inverse of the square of the allowable error in
each parameter which ensures the solution when et  ≤  1
and ec  ≤  1. The optimal control problem can now be
converted into NLP problem by parameterizing the con-
trol history uc(t) as given below :

uc (t) = uk +  
(uk+1 − uk ) (t − tk )

(tk+1 − tk )
 ,  tk  <  t  tk+1 (16)

Here uk are the control parameters. If u denotes the
vector of control parameters, then this problem can be
viewed as targeting problem in NLP, requiring computa-
tion of the control vector u* which ensures that the error

vector e ( u∗ )  =  







 et ( u
∗ )

 ec ( u
∗ )







 goes to zero, subject to the

system dynamics, X
.
 = f ( X ( t ) , u ) and the initial condi-

tions X0. The solution methodology developed for this
problem is as follows :

The solution is started with an initial guess for the
control vector, u0 and the error vector for this reference
control vector, e(u0) is computed. The next step is to find
the increment on the control vector,  δu so that the control
vector, u∗ = u0 + δ u ensures that the error vector, e(u*)
goes to zero. Defining the gradient vectors of the target
error and constraint error at the reference control vector
u0 as

∇e
t

 T  (u0 ) = 







∂et
∂u 1

   
∂et
∂u 2

   ...   
∂et
∂u k







 u

0

  ;

∇e
c

 T  (u0 ) = 







∂ec
∂u 1

   
∂ec
∂u 2

   ...   
∂ec
∂u k







 u

0

(17)

The sensitivity matrix of the error vector is given as

S (u0)  =   











 ∇e
t

 T ( u0)

 ∇e
c

  T ( u0)











and the solution to the above problem is obtained by
finding optimum search direction and optimum step
length along the search direction for driving the error
vector to zero. Assuming the target error and constraint
error u0 to be linear, the unique optimum search direction
∆u is the one, which solves the linearized error equation

S ( u0)  ∆ u  +  e ( u0)  =  0 (18)

and minimizes the length of ∆u. The solution to the above
equation defines a linear manifold C(u0) (in this case, a

straight line) as given in Fig.2. The desired minimum
norm correction ∆u is then the vector of minimum length
from u0 to the linear manifold C(u0). Analytically, this is
given as

∆ u  =  − S T  ( u0)  

S ( u0) S T  ( u0)



 −1
 e ( u0) (19)

If the errors are actually linear, then the Eqn. (19)
ensures zero errors. For the realistic case, an optimum
length along the minimum-norm direction is required to
minimize the error and this is computed by one dimen-
sional minimization method. The study indicates that
quadratic interpolation method is sufficient to find the
optimum step length. The function to be minimized along
the search direction, ∆u is the sum of the squares of the
errors as,

J0 (δ)  =  | e (u0  +  δ ∆ u) | 2 (20)

Fig.2  Minimum norm correction direction
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This gives

J0 (0)  =  | e (u0) | 2  and  J′0 (0) = 2e T
(u0) S (u0) ∆u (21)

∆u is estimated assuming the constraints are linear. This
approximation is valid for small interval and hence, pro-
vides reasonable estimate for δ as unity for minimizing J0.

J0 (1)  =  | e (u0 + ∆ u) | 2 (22)

A quadratic polynomial is fitted for the function given
in Eqn. (20) with J0 (0) , J′0 (0) , J0 (1) and the optimum
step length δ* is computed. The optimum control vector
is computed as

u∗  =  u0  +  δ∗ ∆ u (23)

The optimum solution is achieved through iteration
with updated value of u = u* till the error vector is within
the allowable tolerances.

Models for the Off-line Onboard Trajectory Plan-
ning Algorithm

The models required for the application of the generic
trajectory planning algorithm are given in this section. The
development involves the selection of control vector and
computation of correct sensitivity matrix for three-dimen-
sional planning. The model is developed for a simplified
RLV mission, without any loss of generality, with the
guidance objective of steering the vehicle from any reen-
try interface point to the specified YAEM location (alti-
tude, latitude, longitude) without violating the heat flux
constraint. In order to avoid large transients during TAEM
phase, the bank angle at the TAEM interface has to be less
than a specified level. These models are general enough
so that these can be used for any RLV mission trajectory
planning, with different objectives, targets and path con-
straints. The TAEM interface target conditions assumed
for the model development are,

rf − rd = 0 ;  φf − φd = 0 ;  λf − λd = 0 ;  σf − σt = 0 (24)

The path constraint considered here is the requirement
of stagnation point heat rate being less than the allowable
limit, Q

.
max as given below :

Q
.
  −  Q

.

max  ≤  0 ;  Q
.
  =  11030

√RN
  


ρ
ρ0





1⁄2
  


V
Vcir





 3.15
(25)

Control Vector

The three-dimensional trajectory planning is achieved
by steering through α and σ profiles. In the present steer-
ing, it is planned to achieve the required three-dimensional
trajectory only through σ modulation, keeping the prede-
fined profile for α intact. Usage of predefined profile for
α provides a major advantage of ensuring the vehicle and
mission constraints such as trim limits as well as better
thermal management. In the present planning algorithm
development, the angle of attack steering is done through
the fixed angle of attack profile as given in Fig.3. At any
instant of time, the angle of attack is computed as,

for  t  ≤  ta ,     α (t) = αn ;
for  t  >  ta ,     α (t) = αn − α

.
 (t − ta) (26)

where predefined values are used for αn and α
.
. The bank

angle history is assumed to be zero during initial phase of
reentry when the vehicle flies  with high angle of attack,
which ensures better thermal management in high velocity
regime. A non-zero value of starting σd is initiated after a
pre-defined time and from this time onwards till the
TAEM interface point, the bank angle modulations are
assumed to achieve the desired trajectory to meet the
target, satisfying the path constraint. Since the three-di-
mensional trajectory planning solution is achieved
through NLP, the σ history is parameterized as given in
Fig.4. At any instant of time after tl, the bank angle is
computed as

σ(t)  =  σd  +  






  ∑ 
j = 1

i − 1

 σ
.

j (tJ+1 − tj)






  +  σ

.
i (t − ti) (27)

Fig.3  Angle of attack history
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The parameters considered are the initial bank angle
at the time of bank initiation and bank angle rates during
the remaining phase of the flight, whereas the times of
initiation of rates are predefined values. It is to be noted
here that larger number of parameters ensure faster solu-
tion. In the present study, only seven parameters are
considered for the model development. Therefore, the
control vector assumed for this study is given as,

u  =  

σd    σ

.
1    σ

.
2    σ

.
3    σ

.
4    σ

.
5    σ

.
6 



 T
(28)

As per the mission requirements, the parameters can
be increased and the model developed in this section can
be used for the extended case also.

Error Vector

The terminal constraint is to achieve the specified
TAEM location along with the specified bank angle as
given in Eqn. (24). In the planning algorithm, the trajec-
tory is propagated up to the specified TAEM interface
altitude and the error vector and therefore, target error and
constraint error are defined as,

Y  =  

φ (rf) − φd     λ (rf) − λd     σ (rf) − σt

 T
(29)

ec = ∫  
t
0

t
f ∆ Q

.
c
 2 dt     ;  δQ

.

c  =  










 ∆ Q
.
     if    ∆ Q

.
 = Q

.
 − Q

.

1  

 0 ,         otherwise











(30)

Sensitivity Matrix Computation

In gradient based methods, the efficiency and accuracy
of the solution depends on the correctness of the sensitiv-
ity matrix. In literature [8, 13] the sensitivity matrix com-
putations are generally carried out using the finite

differencing. In these methods, the correctness of the
sensitivity depends on the perturbation levels used. Fur-
ther, the process of generating sensitivity using finite
differencing method for the multiple control vectors also
requires large computational effort as well as large capac-
ity storage  for all the trajectory related data. In addition,
the resolution of particular computer system strongly af-
fects the perturbation selection and hence cannot be made
general. In order to avoid these problems, the following
analytical approach is proposed. For the system dynamics
given as X

.
  =  f ( X , u) where, u is the control vector, the

derivatives of the sensitivity of state can be defined as,

d
dt  





∂X
∂ui




  =  ∂f ( X , u)

∂ui
(31)

where, ∂X
∂ui

  is the sensitivity of system state vector with

respect to the control parameter, ui. This allows one to
define additional states for the target error sensitivity,
which are as given below :

ξ1  =  


∂ V
∂ σd

   ∂ γ
∂ σd

   ∂ ψ
∂ σd

   ∂ r
∂ σd

   ∂ φ
∂ σd

   ∂ λ
∂ σd

 


 T

ξ2  =  


∂ V
∂ σ

.
1
   ∂ γ

∂ σ
.

1
   ∂ ψ

∂ σ
.

1
   ∂ r

∂ σ
.

1
   ∂ φ

∂ σ
.

1
   ∂ λ

∂ σ
.

1
 


 T

ξ3  =  


∂ V
∂ σ

.
2
   ∂ γ

∂ σ
.

2
   ∂ ψ

∂ σ
.

2
   ∂ r

∂ σ
.

2
   ∂ φ

∂ σ
.

2
   ∂ λ

∂ σ
.

2
 


 T

ξ4  =  


∂ V
∂ σ

.
3
   ∂ γ

∂ σ
.

3
   ∂ ψ

∂ σ
.

3
   ∂ r

∂ σ
.

3
   ∂ φ

∂ σ
.

3
   ∂ λ

∂ σ
.

3
 


 T

ξ5  =  


∂ V
∂ σ

.
4
   ∂ γ

∂ σ
.

4
   ∂ ψ

∂ σ
.

4
   ∂ r

∂ σ
.

4
   ∂ φ

∂ σ
.

4
   ∂ λ

∂ σ
.

4
 


 T

ξ6  =  


∂ V
∂ σ

.
5
   ∂ γ

∂ σ
.

5
   ∂ ψ
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(32)

The corresponding dynamic equations for the sensitiv-
ity coefficients are given below :

Fig.4  Bank angle history
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ξ
.

i  =  L ξi + Mi (33)

The elements of matrix L and vectors Mi are derived
from the system dynamics. The states for the constraint
error sensitivity are as given below :

η  =  










∂ ec
∂ σd

   
∂ ec
∂ σ

.
1
   

∂ ec
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.
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∂ ec
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.
3
   

∂ ec
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.
4
   

∂ ec
∂ σ

.
5
   

∂ ec
∂ σ

.
6
 










 T

(34)

and the corresponding dynamic equations for the sensitiv-
ity coefficients are given below :

η
.

1 = 2 Q
. ∗  ∆Q

.
c  





3.15
V  ξ11  −  β2 ξ14




 ;

η
.

2 = 2 Q
. ∗  ∆Q

.
c  





3.15
V  ξ21  −  β2 ξ24





η
.

3 = 2 Q
. ∗  ∆Q

.
c  





3.15
V  ξ31  −  β2 ξ34




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η
.
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. ∗  ∆Q

.
c  




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



η
.

5 = 2 Q
. ∗  ∆Q

.
c  


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
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V  ξ51  −  β2 ξ54




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η
.
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. ∗  ∆Q

.
c  




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V  ξ61  −  β2 ξ64





η
.
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. ∗  ∆Q

.
c  





3.15
V  ξ71  −  β2 ξ74





(35)

The dynamic Eqns. given in (33, 35) are integrated
along with the system dynamics given in Eqns. (1-4) and
these additional states at final time are used for the sensi-
tivity matrix computations defined in Eqn. (17).

Trajectory Control Guidance Law

In the present study, an efficient and simple trajectory
control algorithm for regulating the actual trajectory, to be
close to the reference trajectory, based on LQR technique
[7,12] is used. In ref. [7,12], the LQR theory is applied
effectively for tracking the longitudinal parameters
whereas lateral control is achieved by bank reversals. In
the present study, it is seen that with the proper design of
gains and tracking of all the six state variables simultane-
ously along with an integrator, the tracking algorithm

works very well and also eliminates the need for instanta-
neous bank reversals, employed in all tracking algorithms
reported in literature.

Application of LQR Theory for Trajectory Control

The general linear quadratic control problem for the
terminal controller is to find the control history uc(t) to
minimize the performance index,

J = x T (tf) Sf x (tf) + ∫  
t
0

t
f 



x T (t) Qx (t) + uc

 T
(t) R uc (t)




 dt

(36)

subject to the linear system dynamics, given by

x
.
  =  A (t) x + B (t) u (37)

The objective of the profile tracking algorithm is to
estimate the changes in the reference control history to
minimize the tracking error with respect to reference
trajectory and minimize the control effort [7].

Even though the reentry system is highly nonlinear,
the state deviation from the reference trajectory profile, δx
can be assumed as linear. Hence, for trajectory control
purpose, the problem can be redefined as to "estimate the
vector of control deviation δu (with respect to reference
control) to minimize the performances index", J as,

J = δx T
(tf) Sf δx (tf) + ∫  

t
0

t
f 



δx T

(t) Q δx (t) + δuc
 T

(t) R uc (t)



 dt

(38)

where

δx is the vector of state deviations (from the reference
trajectory profile)

δuc is the vector of control deviations (from the reference
control history)

The state deviations, δx are given by the linear system
dynamics as

δx
.
  =  A (t) δx + B (t) uc (39)

where A(t) and B(t) matrices are obtained by linearizing
the reentry nonlinear equations of  motion about the ref-
erence trajectory and control. The study brings out the fact
that tracking all six parameters of state vector, with a
modified control law, eliminates the need for instantane-
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ous bank reversal. In view of the fact that the angle of
attack and bank angle profiles, generated by trajectory
planning algorithm, are also the reference control profiles,
the changes on ‘α’ and ‘σ’ are used as the control vari-
ables. To ensure better guidance accuracy, the detailed
three-dimensional model used in trajectory planning algo-
rithm should be used in profile tracking phase also. There-
fore the general three-dimensional linear model is derived
by linearizing the nonlinear model given in Eqns. (1-4)
with respect to the reference profile. Theoretically, a linear
regulator control law for the reference trajectory must be
based on A(t) and B(t) as functions of time. However, since
these functions vary slowly with time, A(t) and B(t) are
approximated at discrete times tk by constant matrices
A(tk) and B(tk). A(tk) and B(tk) can be treated as locally
time invariant and hence, at each time, tk, the linear control
law takes the form

δuc  =  − K (tk) δx (40)

where, the feedback gains K(tk) are constant. These gains
are obtained by minimizing an infinite-horizon quadratic
performance criterion

J  =  ∫  
t
0

 ∞
 

δx T

(t) Q δx (t) + δuc
 T

(t) R δ uc (t)



 dt (41)

and weighing matrices Q (positive semi definite) and R
(positive definite) can be selected to balance the conflict-
ing demands of good tracking performance against mini-
mization of the control effort, in addition to emphasizing
the variable which is to be tracked. The optimum gain is
given by

K(tk) = R  −1 B T (tk) P (tk) (42)

where the constant matrix P(tk) is the solution of the
algebraic Riccati equation,

PA T  +  AT P  −  PBR  −1 BT P  +  Q  =  0 (43)

Control Law Design

The main parameters for LQR design are the weighing
matrix elements for Q and R and the gain matrix K. In the
design, trade-offs must be made between control effort
and tracking performance. In the present study, the initial
guess of weights is made using the following rule of
thumb, which states that the mean-square values of the

individual terms in the performance index should approxi-
mate the same order of magnitude. Thus, a simple ap-
proach is to define Q and R as

Q  =  diag  (q1 , q2 , … qi)  >  0 ;
R  =  diag  (r1 , r2 , … rr)  >  0 (44)

and to use an initial guess of qi and rr ("Bryson Rule"
[7,15]) as

qi  =  

(δ xi) max



 −2
 ;   rr  =  


(δ ur) max



 −2
(45)

(δ xi) max is the maximum allowable value of tracking
error in the ith state X and

(δ ur) max is the maximum allowable deviation in rth con-
trol parameter.

In general, the gain matrix computation can be carried
out online for the reference trajectory profile, generated
onboard, by solving algebraic Riccati equation, which in
turn computes the gains [15]. Alternatively,  it is seen that,
consistent with observations of Ref.[7] and Ref. [12], a set
of gain tables designed for a trajectory work satisfactorily
for widely varying reentry trajectories. For a reference
trajectory designed on ground, the matrices A(tk) and B(tk)
are generated. The gain matrix K(tk) is obtained offline via
LQR function of the software MATLAB©, which com-
putes the optimal gain matrix K(tk) for a set of given A(tk)
and B(tk), Q and R matrices. The gain matrices K(tk) are
stored onboard  and the same gain matrices, which are
scheduled as a function of the energy, are used for all the
planning and dispersion  cases. Even though the control
law given by Eqn. (40) gives consistent performance for
widely varying reentry trajectories as given above, it  is
seen that for the case of parameter dispersions in terms of
drag, lift, atmospheric parameters and mass, the deviation
on the TAEM location with respect to the planned parame-
ters in terms of latitude and longitude is about 1º on
latitude, which also increases monotonically. In order to
reduce this steady state error, an integral term in the
control law is proposed as a more appropriate choice.
After detailed studies, it is seen that introduction of an
integral term in the angle of attack command with latitude
error alone (equivalent to cross range errors as per simu-
lated cases) brings the error close to zero. It is also seen
that while the lower gain values bring the error to zero,
higher gain values produce oscillations on command his-
tories. The study brings out the fact that the integrator gain

174 JOURNAL OF AEROSPACE SCIENCES & TECHNOLOGIES VOL.59, No.3



needs to be scheduled, also as a function of energy, to
bring the error to zero. The general form of the proposed
proportional-integral control law is :

δ uc  =  − K (e) δ x − KI (e)  ∫  δ φ  d e (46)

where, δ x  =  [δV  δγ  δ ψ  δr  δφ  δλ]
 T

 is the dispersion
of the state vector with respect to the reference state vector
and K ∈  R 2x6 and  KI ∈  R 2x1. The command steering
angle are

uc  =  uref  + δuc (47)

where, uref is the reference control vector.

Control Law

Assuming αref   and  σref as the reference angle of
attack and bank angle,  Vref, γref, ψref, rref, φref, λref  as the
reference trajectory parameters and V, γ, ψ, r, φ, λ as actual
trajectory parameters, the guidance commands required to
track the reference trajectory parameters are given as,











ac

σc










  =  











α ref

σ ref










  +  








δ αc

δ σc










(48)

The changes in the guidance commands with respect
to the reference values are given by











δac

δ σc










  =  








K11  K12  K13  K14  K15  K16

K21  K22  K23  K24  K25  K26










  





















V − Vref

γ − γref

ψ − ψref

r − rref

φ − φref

λ − λref





















+  







Ki

0







  ∫ (φ − φref ) dt (49)

Generic Guidance Algorithm

The trajectory planning algorithm is a numerical itera-
tive predictor-corrector method. Assuming nominal vehi-
cle data and environmental parameters and starting with
an initial guess for the control vector, the predictor nu-
merically propagates the trajectory from reentry interface
to the terminal altitude. The error and gradient vectors,
along with the sensitivity matrix, are computed for the
predicted trajectory and using this information, the correc-
tor computes the optimum search direction, step length
and updates the control vector. This procedure is iterated
till the optimum solution is achieved. With the optimum
control vector history available, the reference trajectory
profiles are generated next, which ensure that the target
conditions meet all the path constraints. These computa-
tions are carried out prior to reentry and the reference
profiles are stored as functions of energy.

The gains required for LQR algorithm are also stored
as functions of energy. During the reentry phase, the
profile tracking algorithm computes the states and energy
from the navigation data and the stored data is interpolated
for further use. Profile tracking algorithm computes the
changes in the control histories to track the reference
trajectory. The flow diagram of the generic algorithm is
given in Fig.5.

Performance of  the Generic Reentry Guidance Law

In order to evaluate the performance of the proposed
generic integrated guidance algorithm, detailed simula-
tion studies are carried out for a reentry mission of achiev-
ing the TAEM interface location without violating heat
rate constraint (problem defined for the model develop-
ment). The performance measures for the trajectory plan-
ning algorithm are :

• faster convergence

• improved accuracy of achieving the target and path
constraints and

• robustness and mission flexible capability.

The performance measures for the profile tracking algo-
rithm are :

• accuracy of achieving the target

• robustness under dispersed flight environment.

For these simulation studies, the generic guidance law is
coded as a separate module and integrated with the simu-
lator developed for evaluating RLV control and guidance
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performance [16]. Typical data available in literature [17]
is used for the vehicle characteristics, whereas standard
models are used for simulating environment. The initial
conditions, target parameters, constraint limit and design
parameters, used to evaluate the algorithm performance,
are purely arbitrary and do not belong to any specific RLV
mission.

Reentry Interface, Target and Heat Flux Limit

The simulations are carried out from the reentry inter-
face to the target TAEM interface point. Typically reentry
interface point assumed for the study is given by

t0   =   0

V0  =  7635.7 m ⁄ s ,     γ0   =   2.1o ,     ψ0  =  100o ,

h0  =  121.809 km ,     φ 0  =  0o ,         λ 0  =  0o

Correspondingly, the target TAEM interface location
is defined as

hd  =  25 km ,     φd  =  − 10o ;     λd  =  64.7 o

and the desired value of bank angle at TAEM interface is
assumed as zero. The limit on the heat rate is assumed as
70 W/cm2, which is consistent with the current state-of-
the-art in heat resistant materials and the thermal protec-
tion technology.

Design Parameters

The main design parameters required for the trajectory
planning algorithm are: (1) Initial guess for the control
vector  (2) Weighting matrix for the target error and (3)
Algorithm termination criteria. Similarly, the important
design parameters for profile tracking algorithm are the
elements of the weighing matrix, which are required for
the control gains generation for profile tracking. The
design parameters used are given below :

The fixed α profile defined by αn = 45°, α
.
 = -0.0767°/s

and ta = 1030  s is used in the trajectory planning algo-
rithm. The initial guess for σ profile is given by σd = 82°
and t1 = 240s, t2 = 500s, t3 = 650s, t4 = 800s, t5 = 950s, t6
= 1200s

σ
.

1 = − 0.01
o
⁄ s , σ

.
2 = − 0.03

o
⁄ s , σ

.
3 = − 0.01

o
⁄ s , 

σ
.

4 = − 0.01
o
⁄ s , σ

.
5 = − 0.01

o
⁄ s , σ

.
6 = − 0.01

o
⁄ s

The initial guess as given above is used for all trajec-
tory planning cases. The time instants are purely arbitrary.
For shorter reentry trajectory with duration less than
1200s, the time instants are modified. However, for on-
board implementation, these time instants are to be de-
cided in real time. In order to de-link the break points of
the steering profile from the duration of reentry flight
phase, it is necessary that these instants be defined in terms
of energy. The weighing matrix elements are selected such
that the maximum allowable dispersion on target latitude
and longitude is 0.01o and on the final bank angle is 0.1o.
Accordingly the weighing matrix elements are given as

Fig.5  Proposed guidance algorithm
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The planning algorithm execution is terminated under
one of the following conditions :

i) Number of iterations ≥ 10
ii) et < 1 (corresponding  to 0.03o tolerance) and ec ≤

100.
iii) Optimum step length computed by quadratic interpo-

lation algorithm δ ≤ 1.0 x 10-04. This criterion indi-
cates that the solution achieved is very close to the
previous iteration value.

The weighing matrix elements for LQR design are
selected based on the trade-off between profile tracking
performance and control effort, while attempting close
tracking of all the six trajectory parameters. The Q and R
matrix elements used for this study are given as :

H = 
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









0.01
0
0
0
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0
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0
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






 ;
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



 600
0     

0
100 





In the present study, the gains are computed off-line
through LQR function of MATLAB© and stored onboard
as functions of energy. For a typical optimum reference
trajectory, the linearized dynamics is generated at differ-
ent flight instants and, along with the Q and R matrices as
defined above, is fed into the MATLAB© LQR function
to generate optimum gain matrix, K. Similarly, the inte-
grator gain matrix KI elements are computed through
offline simulations. Gains K and KI are scheduled as
functions of energy and the same gain tables are used for
all the performance simulations including different trajec-
tory planning cases.

Performance Results for Planning Algorithm

In order to evaluate the performance of the integrated
guidance algorithm for the widely varied reentry trajecto-
ries and to demonstrate its applicability in practical situ-
ations, simulations are carried out from different reentry
interface locations to achieve the specified target without
violating the allowable heat rate value. These conditions
are achieved by varying the reentry interface latitude
values from -15o to +20o,  while other parameters are
assumed same as those given in Table-1. To establish the
robustness of the algorithm, for each reentry trajectory
defined in Table-1, dispersions on aerodynamics, vehicle
and environmental characteristics as defined in Table-2

Table-1 : Reentry interface conditions and targets
Parameters Case-1 Case-2 Case-3 Case-4 Case-5

Reentry Interface
h (km) 121.8 121.8 121.8 121.8 121.8
V (m/s) 7635.7 7635.7 7635.7 7635.7 7635.7

γ (deg) -2.1 -2.1 -2.1 -2.1 -2.1

Az ( deg) 100 100 100 100 100

φ (deg) 20 15 0 -10 -15

λ (deg) 0 0 0 0 0

Target Aimed

φd (deg) -16 -16 -16 -16 -16

λd (deg) 64.7 64.7 64.7 64.7 64.7

Constraint Imposed

Q
.
 (W/cm2) ≤ 70 ≤ 70 ≤ 70 ≤ 70 ≤ 70
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are simulated. The performance of trajectory planning
algorithm in terms of solution convergence for a atypical
case is given in Fig.6. It is seen from the figure that the
trajectory planning algorithm drives both target and con-
straint errors to zero within 6 iterations. Similar observa-
tions are seen for other cases also. For all the reentry
trajectories, the predefined angle of attack profile is used,
whereas bank angle profiles generated by the trajectory
planning algorithm for different cases are given in Fig.7.
It is seen that, in order to meet the specified target from
widely different reentry interface conditions, the bank
angles are altered significantly. Also, it is seen that the
algorithm drives the final bank angle to zero for all the
cases and that while the heat rate constraint is active, there
is reduction in bank profile as expected. It is further
observed that for cases-3 to 5, the bank angle varies slowly
from positive side to negative side and back to zero. From
the trajectory profile generated by the planning algorithm
for different cases, as given in Fig.8, it is seen that the

algorithm steers the vehicle from different reentry inter-
face points to the specified TAEM interface point. The
target conditions, aimed and achieved, show that the ac-
curate solution is achieved for all the reentry interface
conditions. The heat rate profiles given in Fig.9 bring out
successful constraint satisfaction. These results also indi-
cate that the algorithm steers the vehicle to the specified
TAEM location at -16o latitude from the widely varying
reentry latitude varying from +20o to -15o. The algorithm
produces the same results for the left cross range as well
and in these cases the steering profiles are negative of the
right cross range cases. Also, in the present study, the

Table-2 : Simulated dispersion environments
Sl. No. Parameters Dispersion Levels

1 CD +10%
2 CD -10%
3 CL +10%
4 CL -10%
5 m +5%
6 m -5%
7 ρ +25%

8 ρ -25%

Fig.6  Error convergence for Case-2

Fig.7  Bank angle profile generated by trajectory planning
algorithm for different reentry trajectories

Fig.8  Trajectory profiles for different reentry trajectories
generated by trajectory planning algorithm
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steering rate initiation times are manually changed to
produce faster convergence for the shorter range cases.

In order to decide these time instants online and unam-
biguously, the break points can be implemented as func-
tions of energy. Also, results indicate that with more
numbers of break points, the bank angle profiles are
smoother and the solution converges very fast with only a
marginal increase in the computational load during each
iteration.

Performance Results of Profile Tracking Algorithm

In order to evaluate the trajectory control algorithm
performance, two widely varying reentry trajectory cases
are analysed for nominal performance and results for the
planned and actual control profiles, altitude profiles,
ground trace profiles and heat rate profiles are given in
Figs. 10-17. The achieved targets for these cases are given
in Table-3. The corresponding results for case-3 reentry
trajectory with different dispersions, simulated as given in
Table-2, are given in Figs.18-23. It is seen that the refer-
ence control profiles, from the planning algorithm, are
modulated under dispersed environments such that the
reference trajectory profiles are tracked. In view of this,
the major changes in the control profiles are seen in the
initial phase itself, which brings the reentry trajectory
close to the nominal one. This fact is manifest in the profile
tracking in that, towards the end of the trajectory, the
changes in the control histories are small. The maximum

Fig.9  Heat rate profiles for different reentry trajectories

Fig.10  Control history profiles for case-2

Fig.11 Control history profiles for case-3
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observed trajectory parameter dispersions at TAEM inter-
face and the maximum heat rate for these cases are also
given in Table-4.

Conclusions

In this paper, a reentry guidance law is presented,
which is capable of steering the vehicle from any reentry

interface point to the specified target without an initial
feasible reference trajectory. The proposed guidance
scheme consists of (1) an off-line onboard trajectory plan-
ning algorithm and (2) a trajectory control algorithm based
on LQR. The planning algorithm solves the three-dimen-
sional problem as a targeting problem without a need for
instantaneous bank reversal algorithm. The sensitivity

Fig.12 Altitude profiles for case-2

Fig.13  Altitude profiles for case-3

Fig.14 Ground trace for case-2

Fig.15  Ground trace for case-3
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Fig.16  Heat rate profiles for case-2

Fig.17  Heat rate profiles for case-3 Fig.19  Bank angle profiles for dispersed flight
conditions (case-3)

Fig.18  Angle of attack profiles for dispersed flight
conditions (case-3)
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Fig.20  Altitude profiles for dispersed flight
conditions (case-3)

Fig.21  Ground trace profiles for dispersed flight
conditions (case-3)

Fig.23  Heat rate profiles for dispersed flight
conditions (case-3)

Fig.22  Relative velocity profiles for dispersed flight
conditions (case-3)
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matrix coefficients, required for the planning algorithm,
are derived as additional states and are computed through
numerical Integration, which avoids the problems related
to numerical computation of the gradients through finite
differencing. The improved profile tracking control law
contains an integrator for improving tracking accuracy.
The guidance law is then applied to a typical RLV mission
with the objective of steering the vehicle from any reentry
interface point to the target of a specified TAEM interface
location. The performance of proposed algorithm is dem-
onstrated for widely varying reentry interface points and
dispersions on vehicle and environmental parameters. Ro-
bustness of the algorithm is established by steering the
vehicle only through bank angle modulation from widely
separated reentry interface points. Further, a single gain
profile, scheduled as function of vehicle energy, produces
satisfactory performance for a wide variety of planning
profiles generated onboard.
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