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Abstract

An isolaled Spoken word Recognition system "SRIJAN" ([ql/ has been developed by
Aeronautical Development Establishment (ADE) This speaker dependent and robust, system

employs energy based end point delection, Linear Predictive Code (LPC) coeflicients derived
cepslral cofficients as feature vectors and Dynamic Time Warping (DTlt/) algorithm. The

DTW algorithm offers belter system performance by minimizing the effect of speaking rate
variation. The optimum end point pair (start and end) obtained by taking the average of
dffirent end point pairs, resultingfrom the marginal variation of the lower and upper energlt
thresholds, results in the improvemenl of the syslem performance and reduces the computa-
tional complexities.

Many new techniques such as multiple reference patterns, averaged reference pattern, online
and interactive online reference pattern updating, Cepstral Mean Subtraction (CMS), etc. have
been implemented to enhance the recognition accuracy and simplify the training required.
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Introduction

Some of the modem aircraft's cockpit is equipped with
Voice Command System (VCS) in order to reduce pilot's
workload and to enhance the system throughput. The VCS
offers a natural and quicker means of communication and
provides and additional pilot vehicle interface. The
Speech Recognition System (SRS) is core of the VCS,
which is an interesting and a challenging topic among the
engineers and scientists. The development of SRIJAN was

to explore the feasibility of a cockpit direct voice com-
mand system.

The development of a highly accurate SRS would hnd
an increased use in military, industries, medical field etc.

Fig.l illustrates the block diagram of a SRS, built as a
pattern recognizer. The Linear Prediction (LP) analysis
has been among the most popular methods for extracting
spectral information (features) from speech. The LP
analysis provides the coefficients of all pole filter which
constitutes the mathematical modeling of vocal tract. The
LPC coefficients [4, 6] provide an accurate method to
parameterize a spoken word in time domain with less

computational complexities. The LP analysis does not
resolve the vocal tract characteristics. Since the laryngeal

characteristics vary from person to person, and even from
utterances within a person of the same words, LP parame-
ters convey some information to a speech recognizer that
degrades performance, particularly for speaker-inde-
pendent system. The LP model is very useful tool to
compute cepstral coefficients [3, 7] that are referred as

LPC derived cepstral coefficients. The low time varying
characteristics ofthe vocal tract can be represented by few
cepstral coefficients, which further improves the system
performance, as they are more reliable and robust com-
pared to LPC coefficients.

The rest of the paper is organized as follows : The
Speech Recognition System (SRS) contains brief func-
tional description and explains the implementation of the

system. The Robust Features of SRIJAN describes imple-
mentation of several techniques to enhance the system

robustness and explains its multi-user adaptability mecha-

nism. The Results and Conclusions includes the results of
works carried out and the conclusion in brief.

Speech Recognition System (SRS)

The system/machine able to understand/recognize
spoken words is known as SRS. The SRS can be catego-
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ized in different ways such as isolated / connected I
continuous word SRS, spcaker dependent / independent

SRS etc. The detailed description of SRIJAN is covered

as follows :

F unctional Description of SRIJAN

The SRIJAN comprises of both Hardware (HW) and
Software (SW). The block diagram of hardware is shown
in Fig.2. The Hardware comprises of EZ-LAB Board
(based on ADSP-21062, ADl847 Audio Codes etc)
hosted on a Personal Computer. All functional Software
modules are implemented in Assembly and 'C' lan-
guages.

Data Acquisition : The programmable ADl8 47 audio
codec supports the conversion ofanalog speech input into
digital data. The 8000 samples, obtained by 8KHz sam-
pling frequency, for every spoken word is stored in the
memory for further processing. Fig.3 is the plot of digif
ized data for the spoken word 'Left'. The digital data i.e.
128 samples (digitized data) have been grouped into a
frame of 16 ms duration to satisfy the quasi-stationary
property ofthe speech signal.

Speech Input
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End Point Detection : The end point detection is per-
fonned to identifu the beginning and end ofthe spoken
word. From Fig.3, it is obvious that there exists back-
gronnd noise before and after the spoken word, which
degrades the systern accuracy [9] and increases computa-
tional complexities. An energy based algorithm [], "The
point where energy of the signal crosses (up) the lower
threshold and before crossing (down) the lower threshold,
it crosses the upper threshold", has been implemented as

a SW module for end points detection. These thresholds
are based on the silent energy and maximum energy of the
signal and they are expressed as follows :

IEI :0.04 x (max_ener-av_sil_ener) * av_sil_ener
IE2:4xav sil ener
if (IEl > IE2) then IETL: IE2
else IETL: IEI

IETU:4 x IETL

where IETL and IETU are lower and upper thresholds
respectively.

The marginal variation in the value of thresholds pro-
vides a different end point pair. The determination of
optimum end point pair, by taking the averuge ofprevious

Recognized
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two end point pairs, reduces the computational complexi-
ties, provides data compression and enhances the recogni-
tion accuracy.

The energy plot for the spoken word, 'Left', is given
in Fig.4, which also illustrates the thresholds used for end
point pair detection. The lower threshold IETL I and upper
threshold IETUI produces first end point pair (NB I : 20
andNE I :38). Similarly IETL2 and IETU2 generate other
end point pair (NB2 :21 and NE2 : 36). The optimum
end point pair (Nl :20 and N2 : 37) has been generated
by taking the average of the above two end point pairs.

Feature Extraction : Feature extraction is performed to
extract some useful parameters of the speech signal and to
provide data compression. Fig.5 shows the flow of steps
implemented for the computation of features-cepstral co-
efhcients.

Frame blocking provides the generation ofoverlapped
segments in order to make variation quite smooth from
frame to frarne. Windowing minimizes discontinuities at
beginning and end of each frame. Auto-correlation is
perfoflned on each windowed frame to be used for Lp
analysis. The Levinson's recursion algorithrn [5, 6] is
implernented to compute LPC coefficients, which is a
faster and efficient method. The robust feature - cepstral
coefficients, is computed using the LPC coefhcients [3.
7]. The higher order and lower order cepstral coefficients
are sensitive to noise and hence weighting thern with
raised co-sine function coefficients rninimizes their effect.
The weighted cepstral coefficients, thus derive<l for the
spoken word, constitute the pattem of the spoken word.

Figure 6 illustrates the plot ofharnming window, auto-
correlation for voiced and unvoiced section ofthe speech,
weighting function, LPC coeffrcients and cepstral coefh-
cients/frame for the spoken word 'Left'. In Fig.6, the
auto-correlation plot of voiced section of speech shows
quasi-periodic nature while for unvoiced section it shows
the random nature. The plot also shows frame to frame
smooth variation of cepstral coefficients than the LpC
coefficients.

Modes of Working : The SRIJAN works in two modes
namely training and recognition.

Training Mode : In training mode, the system stores the
patterns of all the words to be recognized along with their
identities. The stored patterns are known as reference
patterns or templates. The training procedure for speaker

dependent / speaker independent and isolated / continuous
word recognition systems are different.

Recognition Mode : In recognition mode, the spoken
word pattern is compared with all reference patterns and
the reference pattern that shows best match with the spo-
ken word pattern is classified as the recognized word. The
non-linear time normalization (between the spoken and
reference pattern) is being performed during pattern
matching using dynamic time warping (DTW) algorithm
[2] Thc DTW comprcsscs or cxparrds thc pattcr.ns irr rirrrc
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domain for best matching. The Euclidean distance be-

tween the spoken and reference pattern is used as decision
parameter. The dynamic programming (DP) equations

used are as follows :

Initial condition: g (I,I):2d (l,l)

DP - equation :

where d(i, j) is the euclidean distance and g(i, j) is the

accumulated distance between two patterns at point i
andj.

The restricting condition (adjustment window) :

j-r<:i<:j+r

where r is the window width

The total time normalized accumulated distance :

D(A,B):t/Ng(,J)
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where I, J : No. of frames of the reference and spoken
word patterns and N : I + J.

The reference pattern that has minimum total time
normalized accumulated distance with the unknown / spo-
ken word pattern is considered as the recognized word.

Robust Features of SRIJAN

Many new concepts have been incorporated in SRI-
JAN to achieve high level ofrecognition accuracy over a

wide variety of acoustical environments and ease the
training procedure. The implementation of several tech-
niques namely, multiple reference pattems, averaged ref-
erence pattem, online updating, interactive online
reference pattern updating, CMS etc. have enhanced the
robustness ofthe system to a great extent.

Multiple Reference Pattern Technique

This technique uses multiple patterns of the same word
as reference patterns. The use of two reference pattems has
considerably increased the system accuracy but at the
expense of memory and execution time.

Averaged Reference Pattern Technique

The averaging technique of SRIJAN generates a single
reference pattern from the two patterns (of frame lengths
Nl, N2) of the same word. It contains the average of
cepstral coefficients for overlapping number of frames and
coefficients for non-overlapping frames is limited to a
length (Nl+N2)12.^tfus averaging technique can be used
iteratively to generate a single reference pattern from more
than two patterns of the same word. This technique greatly
increases the system accuracy without need of extra mem-
ory and execution tirne.

The algorithm implemented to generate reference pat-
tern R of SEG frames (for the two pattems A and B having
Nl and N2 frames; N> Nl) is as follows :

a) Cornpute : SEG: (Nl + N2y2
b) Find N: rninimum [Nl and N2)
c)Do:fori=0toSEG-I

Do:forj=0toL-l
if(i <N) R til Ul = (A til tJl +B til Ul /2
elseR[i]lil=Btiltjl)

where L = No, of cepstral coefficients/frame.

The pictorial representation ofthe above algorithm for
the case, N2> Nl, is shown in Fig.7.

Online Updating Technique

This technique enables online updating of the refer-
ence pattern with the pattern of the spoken word (that
matches with the reference pattern) using the above aver-
aging technique. This technique has increased the system
accuracy by accommodating the surrounding variations.
However, this uasupervised technique suffers from a
drawback, i.e. when a spoken word matches with wrong
word, it not only updates the wrong reference pattern but
also continues to match with the wrong word. The block
diagram of the SRS incorporating the online updating
technique is shown in Fig.8.

The effect of online updating the reference pattern with
the pattems of spoken word, 'Left', is shown in Fig.9. The
reference pattem 'rf and spoken word pattern 'sp' gener-
ates the reference pattern 'rfl' using averaging technique
in first iteration of updating. Similarly using 'spl', 'sp2',
and 'sp3 ' respectively produces ' rD.' , ' rR' and ' rf4' .

0 Pattern A Nt-r

Pattem R Nl -l ( Nl+N2 , )\--_ I /

2
Fig. 7 Pictorial representation of the algorithm
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Pattem R
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Fig. 8 Online updating technique
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Interactive Online Updating Technique

This technique of SRIJAN offers the same functional-
ily as online updating technique except updating of the

reference pattern is supervised and is done interactively to

eliminate the drawback of the previous technique. The
block diagram of this technique is shown in Fig. 10. This
technique has extremely increased the system recognition

Fig. 9 Effect ofonline updating

Spcccb Ioput

Intcrrctlvc onlhc
updrtirg

VOL.56, No.l

accuraay for a particular speaker and also has led to a
multi-user adaptable system for different speakers. The
system adapts to a new speakerjust after two iterations of
updating the existing reference pattems of old./previous
speaker and thereby avoids the requirement offresh train-
ing overhead.

CMS Technique

The cepstral mean subtraction technique performs sub-

traction of mean of cepstral coefficients of a frame from
its each cepstral coefficient. This frame wise cepstral

normalization is expressed by the equation as follows :

P

zlnl-- c [n]- l/P 2rt"l
n=l

where P is the total number of cepstral coefficients per
frame, c[n] is cepstral coefficient and z[n] is the normal-
ized cepstral coefficient. This frame wise normalization
technique improves the system performance than cepstral
mean nornalization (CMN) technique [8], which per-
forms normalization on pattern-by-pattern basis. The ap-
plication of above averaging technique on normalized
cepstral coefficients resulting from CMS technique has

further enhanced the system accuracy. The plot of the
cepstral coeff,rcients and normalized cepstral coefficients
is shown in Fig.l I for the spoken word 'Left'.

Results and Conclusions

The SRIJAN has been implemented on EZ-LAB board
hosted on a PC. The use ofcepstral coefficients, as feature
vectors, has increased the system accuracy up to 9lo/o.The
optirnization ofend point detection procedure by changing
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thresholds enables in the saving of computations and data
compression.

The implementations of multiple reference patterns,
averaged reference pattern, online and interactive online
reference pattern updating techniques have enhanced the
SRIJAN accur?cy to a great extent. The use of normalized
cepstral coefficients as feature vectors, resulting from
CMS technique, has extremely increased the recognition
accuracy. The application ofaveraging technique on nor-
malized cepstral coefficients has further enhanced the
S RIJAN recognition accuracy.

The implementations of these techniques have led to a
robust system leading towards its use into cockpit appli-
cation. The recognition accuracy scored by different tech-
nique is given in Table-l for a set of 30 words/digits as

listed in Table-2. Table-l shows that the use of two refer-
ence patterns ofa word offers better recognition accuracy
than the averaging technique (using two patterns) at the
expense of memory and execution time. The interactive
online updating technique has not only increased the sys-
tem accuracy up to 97Yo but also has led to adaptability of
the system by multi-user with lesser training overhead.
The CMS technique has enhanced the system accuracy up
to 95%o without need of updating the reference patterns as

is done in online and interactive online updating tech-
niques. It also does not require extra memory and execu-
tion time as required by the multiple reference patterns
technique and therefore this technique has been proved
superior to other techniques.

Table-1 : Accuracy Score Obtained by Different
Technioues

Techniques Feature used Accuracy
(uo to)

Sinsle pattem Cepstral coefficients 9t%

Multiple patterns
(two)

Cepstral coefficients 96%

Averaged patterns
(two)

Cepstral coefficients 94%

Online uodatins Cepstral coefficients 92%

Interactive online
undatins

Cepstral coefficients 97%

Single pattern Normalised Cepstral
coefficients

93%

Averaged pattern
(two)

Normalised Cepstral
coefficients

95%
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